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ABSTRACT

The focus of this project is on design methodology for complex
real-time systems where a variety of design methodologies and
implementation technologies must be combined. Design method-
ologies are encapsulated in one or more models of computation,
while implementation technologies are implemented as synthesis
tools. Applications that use more than one model of computation
and/or more than one synthesis tool are said to be heterogeneous.
Hardware/software codesign is one example of heterogeneous
design. Project results have been disseminated via thePtolemy
software system, in addition to papers. The overall Ptolemy
project is fairly large, with additional support from ARPA, SRC,
and a number of other companies, and is strongly collaborative.
The MICRO portion of the project has focused on real-time sig-
nal processing, although the larger project is broader.

1.  THE CONTEXT

The objectives of the Ptolemy Project include most aspects of
designing signal processing and communications systems, rang-
ing from designing and simulating algorithms to synthesizing
hardware and software, parallelizing algorithms, and prototyping
real-time systems. Research ideas developed in the project are
implemented and tested in the Ptolemy software environment.
The Ptolemy software environment, which serves as our labora-
tory, is a system-level design framework that allows mixing mod-
els of computation and implementation languages.

In designing digital signal processing and communications sys-
tems, often the best available design tools are domain specific.
The tools must be able to interact. Ptolemy allows the interaction
of diverse models of computation by using the object-oriented
principles of polymorphism and information hiding. For exam-
ple, using Ptolemy, a high-level dataflow model of a signal pro-
cessing system can be connected to a hardware simulator that in
turn may be connected to a discrete-event model of a communi-
cation network.

A part of the Ptolemy project concerns programming methodolo-
gies commonly called “graphical dataflow programming” that
are used in industry for signal processing and experimentally for
other applications. By “graphical” we mean simply that the pro-
gram is explicitly specified by a directed graph where the nodes
represent computations and the arcs represent streams of data.
The graphs are typically hierarchical, in that a node in a graph
may represent another directed graph. In Ptolemy the nodes in
the graph are subprograms specified in C++.

It is common in the signal processing community to use a visual
syntax to specify such graphs, in which case the model is often
called “visual dataflow programming.” But it is by no means
essential to use a visual syntax.

Hierarchy in graphical program structure can be viewed as an
alternative to the more usual abstraction of subprograms via pro-
cedures, functions, or objects. It is better suited than any of these
to a visual syntax, and also better suited to signal processing.

Some other examples of graphical dataflow programming envi-
ronments intended for signal processing (including image pro-
cessing) are Khoros, from the University of New Mexico (now
distributed by Khoral Research, Inc.), the signal processing
worksystem (SPW), from the Alta Group at Cadence (formerly
Comdisco Systems), COSSAP, from Synopsys (formerly Cadis),
and the DSP Station, from Mentor Graphics. MATLAB from The
MathWorks, which is popular for signal processing and other
applications, has a visual interface called SIMULINK. These
software environments all claim variants of dataflow semantics.

Most graphical signal processing environments do not define a
language in a strict sense. In fact, some designers of such envi-
ronments advocate minimal semantics, arguing that the graphical
organization by itself is sufficient to be useful. The semantics of
a program in such environments is determined by the contents of
the graph nodes, either subgraphs or subprograms. Subprograms
are usually specified in a conventional programming language
such as C. Most such environments, however, including Khoros,
SPW, and COSSAP, take a middle ground, permitting the nodes
in a graph or subgraph to contain arbitrary subprograms, but
defining precise semantics for the interaction between nodes. We
call the language used to define the subprograms in nodes the
host language. We call the language defining the interaction
between nodes thecoordination language.

Many possibilities have been explored for precise semantics of
coordination languages. Many of these limit expressiveness in
exchange for considerable advantages such as compile-time pre-
dictability. In Ptolemy, adomain defines the semantics of a coor-
dination language, but domains are modular objects that can be
mixed and matched at will. Thus we gain flexibility without the
sloppiness of unspecified semantics in the coordination language.

Graphical programs can be either interpreted or compiled. It is
common in signal processing environments to provide both
options. The output of compilation can be a standard procedural
language, such as C, assembly code for programmable DSP pro-
cessors, or even specifications of silicon implementations. We
have put considerable effort into optimized compilation.



2.  RESULTS OF MICRO SUPPORT

2.1.  Methodology

We have made progress on several different models of computa-
tion and their interaction. In dataflow modeling, we have formal-
ized relationships among actors using partial orders and
characterized the various types of dataflow in terms of their
mathematical properties. We have also developed a new efficient
robust scheduler for dynamic dataflow and investigated efficient
dataflow representations for multidimensional multirate systems.
The Process Networks model is a superset of the dataflow models
and schedules blocks as processes (threads) under the control of
a multitasking kernel. In other areas of modeling, we have
researched formal models for characterizing hierarchical finite
state machine (FSM) controllers. For interaction between models
of computation, we have studied the mixing of FSM controllers
with dataflow models, FSM controllers with discrete-event mod-
els, and dataflow models with discrete-event models.

In implementation, we have made fundamental contributions in
optimized synthesis of embedded software on both uniprocessor
and multiprocessor architectures. For uniprocessor code genera-
tion, we can trade off program size, data size, and throughput.
For parallel code generation, we have made progress in optimiz-
ing synchronized communication between processors. We have
also made contributions in hierarchical scheduling and incremen-
tal compilation and developed methodologies for converting
(untimed) models of computation into (timed) clocked circuits
implemented in VHDL. And we have made progress in inte-
grated multi-lingual design, where for example a subsystem
specified in VHDL can interact with one specified in C, which in
turn can interact with another specified in assembly code for a
DSP.

In hardware/software codesign, we have derived an efficient
algorithm to partition dataflow graphs into a combined hardware/
software implementation. We have also made progress in design
methodology management by defining an abstraction for captur-
ing the dependencies between the data, design representations,
and tools used in a complex design process. Having a formal
design model allows heterogeneous design styles to cooperate in
a constructive and predictable manner.

2.2.  The Ptolemy software

We have successfully tested many theoretical ideas in modeling,
implementation, system design, and user interfaces in the
Ptolemy software environment. We have distributed two new
releases of the software, which runs on ten different Unix archi-
tectures. These releases contain many improvements to the
Ptolemy interactive graphical interface, including highly interac-
tive, animated simulation capabilities. The GUI now supports a
visual syntax for representing recursion and scalable systems,
based on higher-order functions. During simulation, Ptolemy can
now cooperate with MATLAB and Mathematica. In synthesis,
Ptolemy can get feedback about hardware implementation cost
from the high-level synthesis tools Hyper for Silage specifica-
tions and Synopsys tools for VHDL specifications.

We have increased the visibility of the Ptolemy Project and
Ptolemy software environment. We have made a wealth of infor-
mation available on our web server http://ptolemy.eecs.berke-
ley.edu, including on-line demonstrations and searchable
hypertext versions of all four volumes of documentation for the
software environment. We have a Usenet news group called

comp.soft-sys.ptolemy. We gave a Ptolemy Mini-conference at
U.C. Berkeley in March of 1995 that was attended by 50 people
from 21 companies and three government agencies. We also con-
ducted a full-day Ptolemy tutorial in Washington, D.C., in July of
1995. We have placed the transparencies from both all-day
events on our web site.

The number of organizations actively using and extending
Ptolemy continues to grow. It is used by a number of participants
of the ARPA RASSP program (Rapid Prototyping of Applica-
tion-Specific Signal Processors) as well as a number of compa-
nies and universities. We believe that it continues to provide an
effective laboratory for research in design methodology. More-
over, it has been having considerable influence on commercial
products. The Alta Group of Cadence Design Systems acknowl-
edges considerable influence from Ptolemy in their latest soft-
ware release, SPW 3.5. We believe that by influencing
commercial products that are used by many of our sponsors, we
enhance their return on investment.

Ptolemy 0.5.2 is the latest release. It consist of approximately
2000 files containing 300,000 lines and 8 Mb of source code,
with executables distributed for the following architectures: Sun
Sparc (SunOS and Solaris), HP (HP/UX), and SGI (Irix) comput-
ers. Releases are also contributed by outside users for the Dec
Alpha (Ultrix), PC (Linux), IBM RS/6000 (AIX), and Power PC
(AIX) computers. The source code has also been ported to the
DecStation (Ultrix) and PC (NetBSD) computers. Ptolemy 0.6 is
due out in April of 1996.

2.3.  Plans

The top priority topics that we will be addressing over the next
year are:

• hierarchical syntax management,

• hardware synthesis from dataflow graphs,

• mixed control and dataflow,

• interaction of synchronous languages and dataflow,

• “cyclo-static” dataflow model for scheduling,

• redesigned image processing infrastructure,

• integrated symbolic computation,

• graphical design, and

• automated regression tests for the software.
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