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HE increasing digitalization of information in text, speech, video, audio and graphics has resulted

in a whole new variety of digital signal processing (DSP) applications like compression and
decompression, encryption, and all kinds of quality improvements [Negroponte, 1995]. A prerequisite
for making these signal processing applications available to the consumer market is their cost-effective
realization into silicon. This leads to a demand for new application-specific architectures that are
increasinglyprogrammabld.e., architectures that can execute a set of applications instead of only
one specific application. By reprogramming these architectures, they can execute other applications
with the same resources, which makes these programmable architectures cost-effective. In the near
future, these architectures should find their way into consumer products like TV-sets, set-top boxes,
multi-media terminals, and other multi-media products, as well as in wireless communication and low
cost radar systems.

The trend toward architectures that are more and more programmable represents, as argued by Lee
and Messerschmitt [1998], the first major shift in electrical engineering since the transitions from
analog to digital electronics and from vacuum tubes to semiconductors. However, general and struc-
tured approaches are lacking for designing application-specific architectures that are sufficiently pro-
grammable.

The current practice is to design application-specific architectures at a detailed level using hard-
ware description languages like VHDL [1993] (Very high speed IC hardware description Language)
or Verilog. A consequence of this approach is that designers work with very detailed descriptions of
architectures. The level of detail involved limits the design space of the architectures that they can
explore, which gives them little freedom to make trade-offs between programmability, utilization of
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resources, and silicon areae@use designers cannot make these trade-offs, designs end up underuti-
lizing their resources and silicon area and are thusoessarily expensive, or they cannot satisfy the
imposed design objectives.

The development of programmable architectures that execute widely different applications has
already been being worked on for decades in the domain of general-purpose processors. These pro-
cessors can execute a word-processing application or a spreadsheet application or can even simulate
some complex physical phenomenon, all on the same piece of silicon. Currently, these processors are
designed by constructing performance models of processors at different levels of abstraction ranging
from instruction level models to Register Transfer Level (RTL) models [Bose and Conte, 1998; Hen-
nessy and Heinrich, 1996]. Theperformance modelsan be evaluated to provide data for various
performance metricef a processor, like resource utilization and compute power while processing a
workload. A workload is typically a suite difenchmarksi.e., a set of typical applications a proces-
sor should execute. Measuring the performance of a processor dejiansitativedata. This data
allows designers to explore the design space of processors at various levels of detail and to make
trade-offs at the different levels between, for example, the utilization of resources and performance of
processors. Moreover, quantitative data gives designers insight, at various levels of detail, into how to
further improve architectures and serves as an objective basis for discussion of possible architecture
improvements.

The benchmark approach practiced in general-purpose processor architecture design leads to
finely tuned architectures targeted at particular markets. When the benchmark approach was initially
introduced at the beginning of the 1980s, it revolutionized general-purpose processor design, which
resulted in the development of RISC-style processors [Patterson, 1985]. These processor architectures
were smaller, faster, less expensive and easier to program than any conventional processor architecture
of that time [Hennessy and Patterson, 1996].

General-purpose processors, although programmable, are not powerful enough to execute the dig-
ital signal processing applications we are aiming at, as we will explain soon. Special application-
specific architectures are therefore required that are nonetheless programmable to some extent. The
benchmark approach used in the design of general-purpose processors is also useful in the design of
the programmable application-specific architectures emerging now, as we show in this thesis. We will
develop and implement in this thesis a benchmark approach, which we call the Y-chart approach, for a
particular class of programmable application-specific architecture cattedm-Based Dataflow Ar-
chitecture The benchmark approach we develop results in an environment in which designers are able
to perform design space exploration for the stream-based dataflow architecture at a level of abstraction
that is higher than that offered by standard hardware description languages.

In Section 1.1 of this chapter we explain further why programmable application-specific architec-
tures will emerge for digital signal processing applications. Following this, in Section 1.2 we discuss
as an example the video signal processing architecture in a modern TV-set. Based on this example, we
illustrate how the trend towards programmable architectures will affect the next generation of TV-sets
and explain why general-purpose processors are not capable of providing the required performance
at acceptable cost. We focus on the stream-based dataflow architecture in TV-sets. In Section 1.3 we
indicate how we are going to explore the design space of this architecture at a high level of abstraction.
This chapter concludes with the statement of the main contributions of this thesis in Section 1.4 and
the further outline for the thesis in Section 1.5.
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1.1 Motivation

New advanced digital signal processing applications like signal compression and decompression, en-
cryption, and all kinds of quality improvements become feasible on a single ebgube the number

of transistors on a single die is still increasing, as predicted by Moore’s law. Digital signal pro-
cessing applications involueal-time processing, which implies that these applications take in and
produce samples at a particular guaranteed rate, even under worst-case conditions. In addition, these
applications are very demanding with respeatdmputational power.e., the number of operations
performed in time, anbandwidthi.e., the amount of data transported in time.

Architectures that realize the new applications cost-effectively in silicon must be able first of all
to deliver enough processing power and bandwidth to execute the applications and secondly to satisfy
the real-time requirements of the applications. The design of such new architecture configurations is
becoming an increasingly intricate process. Architectures are becoming increasingly programmable
so that they can suppamulti-functionalproducts as well amulti-standardproducts (like a mobile
telephone operational worldwide). In the design of these architectures, it is no longer the performance
of a single application that matters, but the performancesettaf applicationsThis impedes the de-
sign of architectures that must satisfy all the given constraints such as real-time processing, utilization
of the resources, and programmability.

Before we look in more depth into the design problems of these new architectures, we illustrate
the trend towards more programmable application-specific architectures by looking at the video signal
processing architecture inside a modern television. In this domain, the need for architectures that can
execute a set of applications is clearly present.

1.2 Video Signal Processing in a TV-set

The trend towards devising new signal processing architectures that are programmable is clearly vis-
ible in the domain of consumer market TV-sets, where the digital revolution started in the 1980s and
early 1990s. In this period, the signal processing architecture inside a TV-set moved from analog
processing to digital processing, whereby analog functions were replaced by digital functions. The
all-digital TV architecture together with the expected continuation of transistor miniaturization in the
semiconductor industry has led to increased demand for new innovative signal processing architec-
tures.

1.2.1 TV-set

The signal path within a TV-set consists of three sectiorfsorat-end and baseband processing sec-
tion, avideo signal processing secticemd adisplay sectionas shown in Figure 1.1. The first section
transforms a TV-signal coming from an outside source like an aerial antenna into a signal that the
display section visualizes on a display device, for example a Cathode Ray Tube (CRT). In between
these two sections is an analog video signal processing section that makes a received signal suitable
for display.

As the video signal processing section evolves from being analog to fully digital, a whole range of
new applications becomes available through digital signal processing. Examples of new digital appli-
cations that improve the quality of images are luminance peaking [Jaspers and de With, 1997], noise
reduction, and ghost image cancellation. Examples of complete new applications are picture reduc-
tion (Picture in Picture), picture enlargement (Zoom) [Janssen et al., 1997], and motion compensated
100Hz image conversions [de Haan et al., 1996].
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Cathode Ray Tube
Front-end & .
Baseband —= Hllzo % [ [

Processing Signal Processing

Figure 1.1. The signal path within a TV-set consists of three sections: a front-end and
baseband processing section, a video signal processing section, and a display section.

A TV-set must also be compatible with an increasing variety of standards. Signals containing
content to be displayed may be delivered through many different sources, like cable TV, a satellite
dish, a computer, video recorder (VCR), or a set-top box. Traditionally these formats have complied
with conventional formats like NTSC (National Television System Committee), PAL (Phase Alternat-
ing Line), or SECAM (Sequentied Mémoire), but increasingly often they are now also complying
with emerging standards like various types of MPEG (Moving Picture Expert Group) and computer
standards like SVGA (Super Video Graphics Array).

The increasing demand for new digital applications by consumers and the need for TV-sets to
comply to different standards has made a more complex video signal processing section necessary
in TV-sets [Claasen, 1993]. The video signal processing section of a modern high-end TV-set is
shown in Figure 1.2. Each of the applications shown has its own hardware processing unit, When
new applications are added, new hardware units are incorporated into the video signal processing
architecture to support them. Since the customer does not select all applications at the same time, the
architecture uses these units uneconomically.

Zoom

PAL

PiP

NTSC

100Hz

SECAM TeleText

Graphics

A

MPEG

Noise
Reduction

SVGA

Ghost
Cancel

Figure 1.2 . Video signal processing section of a modern high-end TV-set.

Because each hardware unit is dedicated to one particular application, it is not possible for appli-
cations to share hardware units. However, if the hardware units were made less dedicated (which we
discuss later in this chapter), hardware units could be used to support more than one application. These
programmable architectures of tomorrow could be reprogrammed to execute other applications with
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the same amount of resources, thus improving the utilization of silicon in implementing architectures.
Thus, these architectures become cost effective for a set of applications.

1.2.2 Video Processing Architectures in the TV of the Future

The architecture most likely to be found in the TV-set of tomorrow [Claasen, 1993] will look similar

to the structure illustrated in Figure 1.3. This architecture is built around a programmable communi-
cation network to which various elements connect. The video-in processor consists of several input
channels. The video-out processor takes an output signal to the display section. A collection of pro-
cessing elements (PEs) operate as hardware-accelerators, and a general purpose processor and a large
high-bandwidth memory are present as well. The set of processing elements have their own controller
and operate very independently (but not completely) of the general-purpose processor.

High Bandwidth
Memory
Parallelism v 4
5 Vlldneo L;i Programmable Communication Network L V(l)dueto Ll
sweams+—A V. by by iy A
' . | General
! PE 1 PE 2 PE3 | | | Purpose
] ' | Processor
1 Controller b
Weakly Programmable

Figure 1.3. TV architecture of tomorrow.

The architecture in Figure 1.3 combines two architecture concepts: a general-purpose processor
and the architecture enclosed by the dashed line. These two concepts are needed because of the large
variety of timing constraints present in a TV-set, as we will show. The general-purpose processor
processes reactive tasks (e.g., a user pressing on the volume button on the remote control) and control
tasks (e.g., controlling the menus displayed on the screen and their functions). The dedicated pro-
cessing elements, on the other hand, execute data processing tasks, i.e., the digital signal processing
applications.

The large variations in timing constraints are caused by the structure of TV-signals. For example,
a standard PAL video signal consists of a sequence of frames presented at a rate of 25 interlaced video
framesper second. Each frame consists of firedds an even field containing the even video lines
and an odd field containing the odd video lines. A field has 312 viithes, and each line consists
of 864 videopixels Algorithms that operate on PAL video signals with different repetition periods —
either pixels, lines, fields, or frames — result in very different computational requirements. Suppose
an algorithm consists of 300 RISC-like operations and operates periodically on pixels, lines, fields,
or frames. The vastly different computational requirements are given in Table 1.1. An algorithm
operating at a field rate would perform %800, or 15,000 operations per second. An algorithm
operating at a pixel rate would perform 13.%@00 operations per second, which is 4 Giga operations
per second.

A general-purpose processor (e.g., a RISC processor) is considered powerful enough to execute
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Type of repetition rate Computational requirements
for performing an operation  (Operations per second)
Pixels 4.05x 10°= 300x 13500000
Lines 4.8x 10° = 300x 16000
Fields 15x 10° = 300x50
Frames 75x 107 = 300x 25

Table 1.1. Computational requirements for different types of repetition rates for performing
operations.

periodically scheduled algorithms with repetition cycles based on field or frame rates and it can also
perform all kinds of reactive and control tasks. The efficiency of general-purpose processors, as
measured in terms of performance per dollar, is increasing at a dazzling rate [Hennessy and Patterson,
1996]. However, they are still not powerful enough to execute periodically scheduled high-quality
video algorithms with repetition cycles based on pixel or line rates.

It is inevitable that architectures used in TV-sets and in computers will eventually be merged
to create new products like the PCTV [Rose, 1996] that are centered around one or more powerful
general-purpose processors. Many high-end general-purpose processors already demonstrate a clear
trend towards real-time processing using special multi-media instructions [Diefendorff and Dubey,
1997]. However, these general-purpose processors will not be able to furnish the processing power
and communication bandwidth in the near future that is required by current and forthcoming TV
applications. Consequently, at least for the coming decade, TV architectures will use a general-
purpose processor in conjunction with a special architecture for the high-performance, real-time video
processing.

1.2.3 Stream-Based Dataflow Architecture

The architecture enclosed by the dashed line in Figure 1.3 describes a programmable, application-
specific architecture for high-performance, real-time video applications. We call this architecture
Stream-Based Dataflow Architectuaad we consider this architecture and its design in detail in this
thesis.

A Stream-Based Dataflow Architecturensists of a global controller, a communication structure
and a set of parallel-operating processor elements that are weakly programmable. These processing
elements operate on streams that they exchange among each other via the communication structure
under control of the global controller. The architecture exploits the following characteristics so as to
be programmabile, efficient, and able to satisfy real-time constraints.

Stream-based processingrhe processing elements operate on streams: these are a natural form
with which to represent video as a one-dimensional sequence of video pixels [Watlington and
Michael Bove Jr, 1997].

Coarse-grained parallelism The processing elements exploit inherent coarse-grained parallelism
available within video applications by executing coarse-grained functions to achieve the re-
quired computational performance.
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Weakly Programmable The processing elements implement a limited set of coarse-grained func-
tions that provide the processing elements with the flexibility required to support a set of appli-
cations.

The granularity of the functions implemented by the processing elements highly influences the
efficiency of stream-based dataflow architectures. The granularity of the functions has two extremes,
as illustrated in Figure 1.4.

At one end of the spectrum, there are Application Specific Integrated Circuits (ASICs). Here,
each ASIC implements one video application like luminance peaking, noise reduction, or picture
in picture. An ASIC can only execute one application very efficiently in terms of silicon use. At
the other end of the spectrum are programmable domain specific architectures like the VSP [Vissers
et al., 1995] or Paddi [Chen, 1992]. These architectures use processing elements that implement small
sets of fine-grained functions like add, subtract, and compare. These fine-grained functions allow
the architectures to execute a wide range of video applications belonging to a specific application
domain while satisfying real-time constraints. However, in order to support this programmability,
these architectures dedicate a substantial part of their silicon area to control and communication and
less to the actual computation.

For some video applications a gap of a factor of ten to twenty is found in silicon efficiency between
an ASIC solution and a programmable solution [Lippens et al., 1996, 1991]. If multiple applications
execute at the same time, a collection of ASICs results in the most efficient solution. However, for a
given set of applications of which only one or a few execute simultaneously, the efficiency is no longer
that high. In that case, a domain-specific programmable architecture is not efficient either, because it
possesses more flexibility than required, i.e., the architecture can execute more applications than are
present in the set of applications. This surplus of programmability is present at the expense of extra
silicon.

Application- Stream-based Programmable
Specific . Domain-Specific
Dataflow Architectures )

_Integrated Architectures
Circuits (ASICs)
High Low

Efficiency
Low » High
Programmability

Coarse-grained Fine-grained
Processing Elements Processing Elements

Figure 1.4 . The relationship between granularity of the processing elements and the effi-
ciency and programmability for high-performance, real-time signal processing applications.
At one extreme of the spectrum, we find application-specific architectures that use very
coarse-grained processing elements. They are very efficient but cannot be programmed.
At the other end of the spectrum, we find programmable domain-specific architectures that
use very fine-grained processing elements. They are highly programmable but have a low
efficiency. Stream-based dataflow architectures result in the best balance between effi-
ciency and programmability.

Lieverse et al. [1997] have investigated the relationship between the granularity of the process-
ing elements and the efficiency and programmability of a stream-based dataflow architecture. For a
limited set of applications, coarse-grained processing elements (i.e., processing elements implement-
ing coarse-grained functions) result in the best balance between efficiency and programmability for
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high-performance, real-time signal processing applications. Therefore, we investigate stream-based
dataflow architectures that make use of coarse-grained processing elements.

1.3 Design Space Exploration

In the design of programmable application-specific architectures like the stream-based dataflow archi-
tecture, a designer has to make many choices, like the granularity of the functions that the processing
elements implement. Other choices include the number of processing elements to use or how much
bandwidth to allocate to the communication network. These and many more choices have an effect
on the overall performance of architectures in terms of utilization of the resources and throughput
of the various processing elements. Furthermore, because the architecture has to execute a set of
applications, particular choices might be excellent for one application in the set, but bad for another.

Nevertheless, a designer has to make choices such that the performance of the architecture is
satisfactory for the set of applications while being cost effective. To achieve this goal, a designer has
to maketrade-offsi.e., weigh one choice against another and come to a compromise. A designer must
know what the design space of architectures looks like in order to make trade-offs. He acquires this
knowledge byexploringhow a particular performance metric depends on a particular parameter.

Design space exploration typically results in graphs like the one shown in Figure 1.5. It shows a
simplified, idealized relationship between a measured performance of the architecture for a range of
parameter values that each represent particular choices.

High |
o Il
e /
3
£
O
S|
o
Low
Low  parameter value High

Figure 1.5. The relationship between a measured performance in the architecture and a
range of parameter values. Point | indicates the best trade-off between a particular perfor-
mance and parameter values. Point || shows a marginal increase of the performance at a
large cost and point Il shows a deterioration of the performance.

In such graphs, there is often a point (I) representing the best trade-off between a particular per-
formance and parameter value; it is this point, the so-called knee, that a designer seeks. Selecting a
larger parameter value (i.e., closer to Il) would result in a marginal increase in the performance at a
large cost. On the other hand, selecting a lower parameter value (i.e., closer to IIl) would result in a
deterioration of the performance.

We observed designs of programmable application-specific architectures at both Philips Research
and Delft University of Technology. Based on these observations, we conclude that it is current
practice to design these architectures at a low level of detail. Architectures are described in a standard
hardware description language like VHDL or Verilog and consequently the designer ends up with too
much detail. The level of detail involved limits the design space of these architectures that the designer
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can explore to look for better trade-offs. Therefore, a designer has difficulty finding a balance among
the many choices present in architectures during the design process. This makes it hard to produce
architectures that are both cost effective and programmable enough to support a set of applications.

In this thesis we present a design approach called the “Y-chart approach” that overcomes the
limitations introduced by the low level of detail currently involved in the design of programmable ar-
chitectures and which makes it possible to make better trade-offs in architectures. This approach leads
to an environment in which designers can first exercise architecture design, making design choices in
architectures quantitative usipgrformance analysis

This involves the modeling of architectures to determine a performance model and the evaluation
of this performance model to determine performance numbers, thus providing data for various per-
formance metrics of a processor. In addition, by systematically changing design choices in a Y-chart
environment, a designer should be able to systematically explore part of the design space of an ar-
chitecture. This exploration provides the designer with the insight required for making the trade-offs
necessary for a good architecture for a given set of applications.

Performance analysis can take place at different levels of detail and designers should exploit these
different levels to narrow down the design space of architectures in a stepwise fashion. A Y-chart
environment is used in each step, but at different levels of detail. Therefore, when the modeling and
evaluation of architectures is relatively inexpensive, a large part of the design space can be explored.
By the time the modeling of an architecture as well as the evaluation of this model become expensive,
the design space has been reduced considerably and it contains the interesting design points.

(Chapter 7) —
Architecture App//ca{/ans
Modeling Modeling

Mapping
(Chapter 5) (Chapter 6)

Retargetable
Simulator

(Chapter 7)

Performance Design Space Exploration
Numbers (Chapter 8)

(Chapter 4)

Figure 1.6 . The Y-chart environment we develop in this thesis. The highlighted components
of the chart are labeled with references to the chapters in which they are elaborated.

The Y-chart approach structures the design process of programmable architectures. It takes into
account right from the beginning the three core issues that play a role in finding good programmable
application-specific architectures, i.e., the architecture, the mapping, and the set of applications.

A general outline for the Y-chart environment as we will develop it in this thesis for stream-based
dataflow architectures in order to explore their design space is shown in Figure 1.6. We will do this at
a level of abstraction higher than that offered by standard hardware description languages.

1.4 Main Contributions of Thesis

The main contributions of this thesis are:
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Y-chart Approach The pivotal idea in this thesis is to provide a means with which the effect of
design choices on architectures can be quantified. This resulted in the formulation of the Y-
chart approach, which quantifies design choices by measuring the performance.

We implemented the Y-chart approach in a Y-chart environment for the class of stream-based
dataflow architectures. This led to the following contributions:

Architecture Template for Stream-based Dataflow Architectures We present the stream-based dataflow
architecture as a class of architectures. We show that all choices available within this class of ar-
chitectures can be described by means of an architecture template that has a well defined design
space. We derive architecture instances from the architecture template.

Modeling Architectures in a Building Block Approach We use a high-level performance-modeling
tool to render performance analysis at a high abstraction level. Using this method, we model the
complete class of stream-based dataflow architectures while still obtainingamazlieate re-
sults. We use object oriented programming techniques extensively together with the performance-
modeling tool to construct building blocks. Using these building blocks, we construct exe-
cutable architecture instances of the architecture template of stream-based dataflow architec-
tures.

Stream-based Functions (SBF) ModeM/e develop a new model of computation: the Stream-based
Functions (SBF) Model. This model combines Kahn Process Networks [Kahn, 1974] with the
a specialization of the Applicative State Transition (AST) Model proposed initially by Backus
[1978]. The SBF model is well suited for describing digital signal processing applications at
different levels of granularity, ranging from fine-grained to coarse-grained. We also develop a
simulator called SBFsim for the SBF model.

ORAS We develop the Object Oriented Retargetable Simulator (ORAS). Because ORAS is retar-
getable, it can derive a full functional simulator for all feasible architectures from the class of
stream-based dataflow architectures. The derived simulator operates very fast in terms of real
computer time while it also executes the correct functional behavior of an application. The ex-
ecution speed is a prerequisite to performing an exploration of the design space of the class of
stream-based dataflow architectures in a limited amount of time.

Mapping Approach We introduce the notion of the model of architecture. Using this notion, we for-
mulate a mapping approach in which we postulate that the model of computation should match
the model of architecture of stream-based dataflow architectures. Only in this way is a smooth
mapping possible. Moreover, it leads to an interface between applications and architecture. This
interface permits the execution of applications onto an architecture instance without its being
necessary to modify the original application when mapping the application onto an architecture
instance.

Design Space ExplorationWe use a generic design space exploration environment to perform an
exploration of stream-based dataflow architectures. We also formulate the problem of selecting
a set of parameters that result in a particular architecture which satisfies the design objectives
for a set of applications.

Different Design CasesWe use the Y-chart approach in two different design cases of programmable
architectures. One design case isBephidvideo-processor architecture [Leijten et al., 1997]



BIBLIOGRAPHY 11

for high-performance video applications and the other is Jaebiumprocessor architec-
ture [Rijpkema et al., 1997] for array signal processing applications.

1.5 Outline of the Thesis

The organization of this thesis is as follows. We present the class of stream-based dataflow architec-
tures in detail and formulate the main problem statement in Chapter 2. Our solution approach — the
Y-chart approach — is presented and discussed in Chapter 3. The chapters that follow each discuss a
particular aspect of the Y-chart environment for the class of stream-based dataflow architectures.

We explain what performance analysis entails in Chapter 4. We look into the aspects that de-
termine the performance of a system, thus laying the foundation for performance analysis at a high
level of abstraction. We use a high-level performance analysis method to carry out the performance
analysis. Using this method, we set up an object oriented modeling approach leading to the notion of
building blocks.

In Chapter 5, we look at how to model stream-based dataflow architectures using the building
blocks discussed in Chapter 4. We construct the building blocks of the stream-based dataflow ar-
chitecture in detail. We explain how we describe a class of architectures using a parser. Finally,
we explain how to program stream-based dataflow architectures such that they execute a particular
application.

To model applications, we introduce a new model of computation, c8lie@m-Based Functions
(SBF). In Chapter 6, we explain what the SBF Model of computation comprises. We also explain how
the SBF Model is embedded in other well-established models of computations. How we implemented
this model of computation using C++ and Multi-threading is also described.

In Chapter 7 we combine aal these aspects to construCiltfect oriented Retargetable Architec-
ture Simulato(ORAS). We combine the work on architecture modeling presented in Chapter 5 with
the work on application modeling in Chapter 6 to construct a retargetable simulator that executes at
high speed. We also look in detail how we can easily map an application onto an architecture instance.

In Chapter 8 we explain what design space exploration (DSE) implies. We embed the ORAS
developed in Chapter 7 in a generic design space exploration environment. We elaborate on the
statistical tools that the generic DSE environment uses to perform design space exploration efficiently.
We also explain how we actually embed the ORAS in the generic DSE environment.

We investigate in Chapter 9 two cases in which a programmable architecture is developed and we
use in their design the Y-chart environment developed in this thesis. One case concerns the Prophid
architecture for high-performance video application developed at Philips Research; the other concerns
the Jacobium architecture for a set of array signal processing applications developed at the Delft
University of Technology.

We conclude this thesis in Chapter 10 with our conclusions.
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TREAM-BASED dataflow architectures were briefly introduced in the previous chapter. We

showed that such architectures will be used for the high-performance video signal processing
section in the TV-sets of the near future. In this chapter, we look in more detail at the structure and
behavior of stream-based dataflow architectures.

Stream-based dataflow architectures are not one particular architecture, but rather a class of archi-
tectures. This class is described using an architecture template to characterize the class in a parame-
terized form. The architecture template has an associated design space and the design of architectures
becomes the selection of parameter values representing a particular architecture within the design
space. The problem designers face, however, is how to select these parameter values. How do design-
ers select these parameter values such that they result in architectures which satisfy the many design
objectives involved, such as real-time constraints, throughput of the architecture and the efficiency of
resources? At the same time, these architectures also need to be programmable enough that they can
execute a set of applications.

We start in Section 2.1 by defining what a stream-based dataflow architecture is. We introduce
definitions of terms to clarify what we understand in the context of this thesis by specific terms. We

15



16 2.1 Stream-based Dataflow Architectures

also describe the structure and behavior of stream-based dataflow architectures and introduce the many
choices present in both the structure and behavior of stream-based dataflow architectures. All these
choices together characterize the class of stream-based dataflow architectures.

To describe the class of stream-based dataflow architectures, in Section 2.2 we introduce the archi-
tecture template, which characterizes this class of architectures in a parameterized form. By assigning
values to all parameters in the architecture template, we can derive a particular architecture instance
that makes up a design. This brings us in Section 2.3 to the goal of this thesis, which is to provide a
systematic methodology for finding parameter values for an architecture template.

Dataflow architectures have already been around for many years in many different forms. We
conclude this chapter in Section 2.4 by presenting related work on dataflow architectures. We iden-
tify known problems within dataflow architectures and indicate to what extent stream-based dataflow
architectures exhibit these problems and how they cope with these problems.

2.1 Stream-based Dataflow Architectures

In the application domain of high performance real-time digital signal processing like video appli-
cations, the required processing power is in the order of hundreds of RISC-like operations per pixel,
while data streams are in the range of 10 to 100 Msamples per second. Consequently, this kind of
signal processing requires architectures that perform 10 to 100 billion operations per second and have
an internal communication bandwidth of 1 — 10 Ghytes per second. By their nature, stream-based
dataflow architectures comply with such requirements.

Communication Structure

Coarse-Grained
Processing Element

Global Controller

Figure 2.1. A stream-based dataflow architecture consisting of a number of Processing
Elements, a Communication Network, and a Global Controller.

2.1.1 Definitions

A schematic representation of the structure of a stream-based dataflow architecture is depicted in
Figure 2.1. It consists of a numberBfocessing Elementa Communication Networland aGlobal
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Controller. The processing elements operate concurrently on streams, which we define as

Definition 2.1. STREAM
A streamis a one-dimensional sequence of data items. O

Unless stated differently, a data item represents a sample. In the case of video, a sample is typically
a video pixel and in the case of radar, a sample is typically an integer or fixed-point value. A stream
can be broken down into packets of finite length, resulting in a packet stream. We define a packet as

Definition 2.2. PACKET
A packetis a finite sequence of data items and is a concatenation of a header and a datalpart.

In the architecture, a processing element executes a pre-selected function operating on one or
more streams and producing one or more output streams. The pre-selected function is one of a finite
— typically, small — number of functions present in a processing element. These functions define the
function repertoire of a processing element.

Definition 2.3. FUNCTION REPERTOIRE
Thefunction repertoireof a processing element describes a finite number of different pre-defined
functions that the processing element can execute. O

Each processing element has a function repertoire that typically, but not necessarily, differs from
the function repertoire of every other processing element. The grain sizes of the functions of the
function repertoire are a measure of their complexity.

Definition 2.4. GRAIN SIZE

A function has agrain sizeexpressed in terms of the equivalent number of representative RISC-
like operations, likeAdd, Compare and Shift RISC-like functions have a grain size of one, by
definition. 0

The grain size provides a metric allowing us to quantify the complexity of functions. A function
with a grain size of 100 is supposed to have an executable specification in terms of approximately 100
RISC-like operations. [For more information on RISC instructions, see Appendix C of Hennessy and
Patterson, 1996]. We say that functions with a grain size of onfregegrained Similarly, functions
with a grain size between 1 and 10 anedium-grainedunctions, and functions with a grain size
larger than 10 areoarse-grainedunctions.

Although processing elements execute in parallel, each and every processing element executes
only one function from its function repertoire at a time. A processing element can switch at run-time
between the functions of the function repertoire, which leads to the notion of weakly programmable
processing elements.

Definition 2.5. WEAKLY PROGRAMMABLE PROCESSINGELEMENT

A weakly programmable processing elemean switch at run-time between a fixed number of
pre-defined functions present in the function repertoire in such a way that only one function of the
function repertoire is active at a time. O

Although the processing elements can execute functions ranging from fine-grained to coarse-
grained, the functions that it executes are typically coarse-grained, to balance best between pro-
grammability and efficiency, as shown in Figure 1.4. When the granularity of functions increases,
they become more dedicated and can, therefore, only be used to execute particular applications that
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belong to a set of applications. Consequently, coarse-grained functions are more specific than fine-
grained functions used in fully programmable architectures. The weakly programmable processing
elements and the grain size of the functions allow the architecture to provide just enough flexibility to
support a set of applications. We assume that only one application is executed on the architecture at a
time.

The global controller controls the flow of packets through the architecture. It cont&osting
Programwith which to control the flow. This routing program indicates which processing element
processes which stream, using which function from the function repertoire. By changing the routing
program, we cameprogramthe architecture to execute another application.

We define stream-based dataflow architectures as follows:

Definition 2.6. STREAM-BASED DATAFLOW ARCHITECTURES

A Stream-based Dataflow Architecturensists of a set of weakly programmable processing el-
ements operating in parallel, a communication structure and a global controller. The processing ele-
ments operate on packet streams that they exchange among themselves via the communication struc-
ture controlled by the global controller. O

Stream-based dataflow architectures have a particular hierarchical structure and a particular be-
havior in time. We will now describe the structure and behavior of the architecture in more detalil,
whereby we make use of the terminology that Veen [1986] uses to describe dataflow architectures in
general.

We want to emphasize that the architecture concept shown in Figure 2.1 was proposed by Leijten,
van Meerbergen, Timmer, and Jess [1997] and is further developed and discussed in greater detail in
Leijten [1998].
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Figure 2.2 . A detailed representation of the structure of a stream-based dataflow architec-
ture. The architecture consists of a set of processing elements, a communication structure,
and a global controller.
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2.1.2 Structure

A stream-based dataflow architecture is given in Figure 2.2. The architecture consists of preet of
cessing elementacommunication structureand aglobal controller. A processing element consists

of a number of input and outpbuffersandroutersand afunctional unit The routers interact with

the global controller. The functional unit consists of a numbefuattional element§.e., FE, and

FEq). Each functional element executes a function and the functions of the functional elements make
up the function repertoire of a processing element. The communication structure interconnects the
processing elements so they can communicate packet streams with each other under the control of the
global controller.

Packets

A packetconsists of alatapartD and aheaderpartH, as shown in Figure 2.3. The data part contains

a limited amount of data samples of, for example, a sampled video signal or radar signal. The header
part contains information needed to route packets through the architecture and identifies the function
that needs to operate on the data part. In the stream-based dataflow architecture, we use a header
format that consists of four fields, namely the base fidjd the source fieldHs, the function field

H¢, and the length fieldH,. They appear in the header part in the order given. The base and source
fields take part in the routing of packets. The function field indicates which function of the function
repertoire should process the data part of the packet. Finally, the length field indicates the number of
samples contained in the data part of a packet. The lengths of the data parts of the packets do not need
to be the same. A field in the header part takes the same amount of space as a sample in the data part
and we distinguish between data samples and header samples.

H D

Base Source |Function| Length
Hb Hs Hf HI

Figure 2.3 . The structure of a packet consists of a data part D and a header part H.

Processing Elements

A processing elemembnsists of a number of input and outpuiffers a number ofoutersand one
functional unit as shown in Figure 2.4. The functional unit is the central element of a PE. It has a
number of input and output ports. The input ports connect to the communication structure via buffers.
The output ports connect to routers via output buffers. Each port, whether an input or an output port,
connects to its own single buffer. Output buffers belonging to the same functional unit may or may
not share routers.

Both input and output buffers store samples temporarily to smooth out peak in the flow of data in
the architecture. Typically, though not necessarily, a buffelFisst-In-First-Out(FIFO) buffer. Each
buffer can hold a particular number of samples. If it can hold only one sample, then the buffer is a
handshakéuffer. If it can hold a finite amount of samples larger than one, then ibsuaded-IFO
buffer. Although it is not done in practice, theoretically a buffer can hold an unbounded number of
samples, in which case the buffer is@mboundedrIFO buffer.

In theory, each buffer has a side from whicliéadand a side to which tarite. In Figure 2.4, the
write side is at the top of the buffers and the read side is at the bottom of the buffers. Consequently,
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Figure 2.4 . A processing element consists of a number of input and output buffers, a num-
ber of routers and one functional unit.

streams flow through the functional unit from top to bottom.

Routers connect to the read side of output buffers and, via the communication structure, to the
input side of some input buffer. At run-time, the routers update the information in the four header
fields of a packet. This affects the routing of packets and the function operating on the data part of
a packet. Routers interact with the global controller to obtain this new header information. Besides
changing the header fields, the router also checks whether the communication structure provides a
path to the correct input buffer. If such a path exists, the router uses it to transport a packet to its new
destination in the architecture.

There are two special kinds of PEs: a source PE and a sink PE. The source and sink processing
elements interact with the external world of the architectures. A source processing element produces
packet streams, whereas the sink processing element consumes packet streams. A regular PE connects
to the communication structure with both its inputs and its outputs. A source PE connects only with
outputs of the communication structure and a sink PE connects only with inputs to the communication
structure.

Functional Units

A functional unitconsists of the sef of functional element&~Es), alocal controller, and input and
output ports, as shown in Figure 2.5. Functional Elements also have input and output ports, which
bind statically to the input and output ports of the functional unit. TheFsepecifies thdunction
repertoireof a processing element.

F ={FE,, FE,,...,FE,} 2.1)

A functional unit switches between the functional elements at run-time. This switching takes place
under the supervision of the local controller. Based on the value of the functioifi@idhe header

of a packet, the local controller resolves which functional element it should activate. Although pro-
cessing elements, and thus also functional units, operate concurrently, inside a functional unit only a
single functional element is active at a time.
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Figure 2.5 . A functional unit consists of a set of functional elements (FE), a local controller,
and input and output ports.

In principle, functions implemented by functional elements can have a grain size that ranges from
fine-grained to coarse-grained. Fine-grained functions are RISC-like functiodgldigon, Subtrac-
tion, or ComparisonCoarse-grained functions range from, elgnjte Impulse RespongEIR) filters
and Sample-Rate Conversid¢BRC) filters to even coarser functions likéscrete Cosine Transfor-
mation(DCT) functions, oNVariable Length Decodin@vLD) functions. The functions implemented
on the functional element can have parameters. A parameter of a FIR-filter, for example, could be
the number of filter coefficients. A sample rate converter may have a down-sampling factor as a
parameter.

A functional unit need not have both input ports and output ports. A source functional unit has no
input ports and a sink functional unit has no output ports. Only source and sink processing elements
contain sink and source functional units.

Functional Elements

A functional elementonsists of input and output ports, as shown in Figure 2.6, and implements a
functionusing all kinds of computational elements. The function reads data from the input ports
and writes data to the output ports. On the functional element, the function can have a pipelined
implementation and can maintain state information.

Function

State

Input Ports
Output Ports

Figure 2.6 . A functional element consists of input and output ports and implements a func-
tion using all kinds of computational elements.

The function that a functional element implements consumes samples from the input ports at a



22 2.1 Stream-based Dataflow Architectures

particular rate and produces samples on the output ports at a particular rate. We expressithis
terms of samples consumed or produced per unit time, where time is expressed in either seconds or
cycles. Acycleis equal to a multiple of a clock-cycle. The rate at which a function reads input data
or writes output data defines thieroughputof the function. The reciprocal of throughput defines
theinitiation period Thus, if a function has an initiation period of 2 cycles, and thus a throughput
of % a sample per cycle, the function reads (or writes) a single sample every 2 cycles. When a
function executesit produces results that correspond to the currently consumed input arguments.
This takes a certain amount of time, which is defined asldkencyof that function. A function
can have @ipelinedimplementation on a functional element, which means that the function operates
concurrently on different sets of input samples where the function consumes each set of input samples
at different time instances. In a non-pipelined implementation of a function, the initiation period is
equal to the latency of the function. Pipelining functions leads to a reduction in the initiation period
of a function while the latency remains the same or increases. A pipelingdiasliae depthwhich
indicates how many sets of samples a function concurrently operates on. The pipeline depth is equal
to latency divided by initiation period.

A functional element need not have both input ports and output ports. A source functional element
has no input ports and a sink functional element has no output ports. Only source and sink functional
units can contain source and sink functional elements respectively.

Global Controller

The global controllerinteracts with all routers in the architecture. It provides the routers with the
information they need to place in the header part of a packet. By changing the header information of
packets, routers change the routing of packets through architectures and identify the function that is to
operate next on the data part of a packet. The information the global controller stores via the routers
in the headers is contained in a routing program that is part of the global controller. By changing this
routing program, we reprogram an architecture instance to let it execute a different application.

Communication Structure

Thecommunication structureonsists of a number of input and output ports, and between these input
and output ports it realizes communicaticimannels as shown in Figure 2.7. The channels provide
parallel paths over which packets are communicated from an input port to a specific output port. All
routers connect to the input ports of the communication structure. The write sides of the input buffers
of all processing elements connect to the output ports of the communication structure.

The communication structure isconfigurablei.e, it can provide a channel from any input port
to any output port. Routers interact with the communication structure to obtain a channel from a
specific input port to a specific output port. Within the communication structure, the number of chan-
nels present indicates how many samples per cycle the communication structure can communicate in
parallel from its input ports to its output ports.

2.1.3 Behavior

Besides having a particular structure, stream-based dataflow architectures also have a particular be-
havior in time. We first discuss the behavior of stream-based dataflow architectures in general terms.
This is followed by a more detailed discussion on different behaviors that architectures can exhibit in
time.
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Figure 2.7 . The communication structure.

Dataflow Architecture

To understand what a dataflow architecture is, we first have to look at how parallel computations are
expressed as a directed graph. The earliest reference to a comprehensive theory in which parallel
computations are expressed as a directed graph in which the nodes represent functions and the arcs
represent data dependencies is in Karp and Miller [1966]. The functions operate concurrently on data
that is represented asaken which is an arbitrary data structure treated as a monolithic entity. Tokens
move from one node to another over the arcs that queue tokens. This model wasDetafémiv

model of computation for the first time by Adams [1968].dataflow architecturémplements the
dataflow model of computation directly into hardware

Definition 2.7. DATAFLOW ARCHITECTURE
A dataflow architecturés an implementation of the dataflow model of computation. O

A dataflow architecture can be classified as either data-driven or demand-driven [Jagannathan,
1995]. Indata-drivendataflow architectures, the node activation, or firing, is determined solely by
the availability of input data. Imlemand-drivemataflow architectures, the need for data activates a
node. This node propagates its demand for data to other nodes and activates (fires) when its demands
are satisfied.

Furthermore, a dataflow architecture is classified as either static or dynamic [Jagannathan, 1995].
The termdynamic dataflowvas introduced for the first time by Dennis [1974]. Iistaticdataflow
architecture, a function fires when tokens are present for all its argumentslyhraanicdataflow ar-
chitecture, tokens carrytagthat uniquely identifies a token in a stream. A function fires when tokens
are present for all its arguments whose tags are identical. A dynamic dataflow architecture differs
from a static dataflow architecture in its ability to execute recursion and data-dependent conditionals
not known at compile-time.

A stream-based dataflow architecture is a true dataflow architecture because it implements a
dataflow model of computation. A functional element implements a function that executes when
tokens are present for all its input arguments. In contrast, in "Von Neumann’ architectures a flow of
instructions (i.e. operators) operates on data stored in memory [Jagannathan, 1995]. The functional

In addition to dataflow architectures, dataflow machines can also be discussed. We limit our discussion to dataflow
architectures to indicate that our only concern is the architecture
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elements in stream-based dataflow architectures operate not on individual tokens, but on streams of
tokens wrapped up in packets — hence the nsiream-basedataflow architectures.

A stream-based dataflow architecture is a data-driven dataflow architecture. The activation of the
functional unit as well as of the functional element is solely determined by the availability of input
tokens; i.e., functional units and functional elements schedule themselves in time on the availability
of data. Stream-based dataflow architectures therefore operate without the need for a global controller
that explicitly governs the order in which functional units and functional elements execute. The global
controller present in stream-based dataflow architectures only governs the flow of the packets through
the architecture.

A stream-based dataflow architecture is a dynamic dataflow architecture. It uses packets, each
of which has a header. This header tags the data present in the data part of a packet. Because of
this header, a functional unit knows which function of the function repertoire to activate. We discuss
this behavior in more detail later. The dynamic behavior of functions manifests itself in two ways:
functional units dynamically produce either more packets or packets of variable length.

The Sharing of Functional Units

By exploiting parallelism in computer architectures, computer scientists try to minimize the process-
ing time of a given workload. They traditionally focus epeed-upwhich is a measure of relative
utilization, e.g., it indicates how effectively an architecture uses its resources when extending these
resources while processing a workload. A linear speed-up is most desirable, implying that the architec-
ture fully utilizes newly added resources like processing elements while processing a workload, so that
it processes the workload in less time. These architectures normally process a confined workload, but
in the case of the stream-based dataflow architecture process, they process a continuous workload. In
addition, stream-based dataflow architectures process applications heafittiigne constraints, which

defines a pre-defined rate at which an architecture must take in samples or produce samples, even un-
der worst case conditions. Architectures with such real-time constraints should process streams at a
specific rate — neither slower nor faster.

Due to the presence of real-time constraints, we focus in stream-based dataflow architectures on
sharing, instead of processing a workload as fast as possible. In the context of stream-based dataflow,
sharingmeans that a functional unit can operate on more than one stream multiplexed in time. For a
functional unit we define thgharing factore as

o= - (2.2)

r

wheree is the rate at which a functional unit can consume tokens-amgresents the rate at which

the functional unit consumes a stream. The sharing factodicates how many streams of ratéhe
functional unit can consume multiplexed in time. The sharing factor is an upper bound. Switching
between streams involves an overhead that reduces the number of streams which the functional unit
multiplexes in practice.

When a particular architecture executes an application, adding functional units reduces the effi-
ciency of the architecture since the architecture cannot utilize the added resource. After all, it already
satisfies the real-time constraint of the application and processing a stream faster than the pre-defined
rate violates the real-time constraint. Making functional units share more streams, on the other hand,
allows the architecture to use fewer functional units to execute the same application. Sharing increases
the efficiencyof architectures. Since each functional unit has a function repertoire, a functional unit
can share streams while at the same time each stream can select a different function from the function
repertoire. The function repertoire increasesfteebility of architectures.
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Multiplexing Different Streams on a Functional Unit

Sharing streams on a functional unit requires multiplexing of these streams in time. This multiplexing
is determined either at compile-time or at run-time. In static dataflow architectures the multiplexing
of streams is solved at compile-time, as, for example, is done in the Video Signal Processing (VSP)
architecture [Vissers et al., 1995]. In dynamic dataflow architectures, the multiplexing is determined
at run-time. Since the stream-based dataflow architecture is a dynamic dataflow architecture, the
functional units have to multiplex streams at run-time.
Run-time multiplexing requires that functional units can discriminate between different streams.
In stream-based dataflow architectures, streams are partitionexhahaition is embedded in a
packet. Data streams are thus converted into packet streams. Apart from the data part, each packet
also carries a header that allows a functional unit to discriminate between different streams. Because
a packet consists of a header and a data part, the processing of a packet happens in two phases. In
the first phase, the header processing takes place, and in the second phase, the data processing takes
place. In stream-based dataflow architectures, the functional units take care of the first phase — the
header processing — and the functional elements take care of the second phase — the data processing.
On stream-based dataflow architectures, these two phases are strictly separated. Functional units
only read and write the samples of the header part, whereas functional elements only read and write
samples of the data part (see Figure 2.3 showing the structure of a packet). As a result of this strict
separation, functional elements seemingly consume and produce only continuous streams of data
samples.

Header processing A functional unit takes care of the header processing, which involves the pro-
cessing of headers at both input ports and output ports. The local controller starts reading a header
from an input buffer we call thepcode buffeand removes the header from a packet, making the data

of a packet accessible for further processing by a functional element.

Because a functional element can read samples from more than one input buffer, the local con-
troller has to remove the headers from all the functional element’s input buffers, not only from the
one which serves as opcode buffer. The local controller ignores the information stored in headers read
from buffers other than the opcode buffer; only the information of the header read from the opcode
buffer is significant for further processing. After the local controller removed the headers from all
input buffers, the functional element reads only the samples that belong to the data part of packets.

A functional element produces one or more streams on the output buffers. However, stream-based
dataflow architectures operate on packets, so a stream of samples needs to be partitioned into a header
part and a data part. A part of a stream of samples needs a header prefix. The local controller prepares
these new headers, using the information in the opcode buffer. The local controller writes new header
samples to the output buffers of the functional element. By the time the functional element is activated
and writes samples to its output buffers, these data samples are preceded by new header samples and
the data samples automatically form the data part of the newly created packets.

Data processing Functional elements take care of the data processing. Because the functional units
take care of the headers, the functional elements read only samples contained in the data part of
packets. Functional elements read data samples from their input buffers, process them, and write
results to their output buffers. Because the functional unit has alredttgmineaders to these output

buffers, the new data samples are automatically preceded by a header. Due to the strict separation of
header and data processing, the functional elements are unaware of the presence of headers and seem
to consume and produce samples of continuous streams of data.
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Granularity of Switching

A functional unit switches between the functional elements in time. This switching can happen in
two different modes: a packet-switching mode and a sample-switching modeacket-switching

mode, a functional unit switches between functional elements at the granularity of paclsasisidie-
switchingmode, a functional unit switches between functional elements at the granularity of samples.
The packet-switching mode provides a coarse-grained scheduling mechanism generating less switch-
ing in time. The sample-switching mode results in a fine-grained scheduling mechanism generating
more switching in time.

Packet-Switching In packet-switching mode, the functional unit switches between functional ele-
ments at the granularity of packets, as illustrated in Figure 2.8. This figure shows a functional unit
with a function repertoire of two functional elemenfy andFE; . Functional elemerfEEg has one

input port and two outputs ports. Functional elemeRy has two input ports and one output port
because the functional elements share input and output buffers (see Section 2.1.2), the functional unit
has two input buffersBg andB,) and two output buffersB, andB3). The figure shows which data

pass through the buffers in time. The shaded areas in the figure represent complete packets.

In the figure, buffeBy is the opcode buffer of the functional unit. It contains a sequence of light
gray and dark gray packets. The function fieldof the light gray packets is equal to 0, activating
FEg. The function fieldH; of the dark gray packets is equal to 1, activafiitty . The sequence on the
opcode buffer thus activates fifSEg, thenFE,, and so forth.

Stream on Opcode Buffer B_0 Output Stream on Buffer B_2
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/ 0 1 0
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Input Stream pn Buffer B_1

7 - - ‘9 | \
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Output Stream on Buffen B_3

Figure 2.8 . A functional unit in packet-switching mode switches between functional ele-
ments at the granularity of packets.

In packet-switching mode, the local controller reads the header from the opcode buffer containing
the function fieldHs. Based orHs, the local controller resolves which functional element to activate.
Activating a functional element means that the local controller passes on the control to that functional
element. The one havingpntrolis the only one being active in time. When the functional element
finishes processing, it returns control to the local controller of the functional unit. The functional
element finishes processing when it has read all data samples from the packet of the opcode buffer as
indicated byH, the length field present in the header of the opcode buffer. By passing control back
and forth between the functional unit and functional element, the functional unit switches in time at
the granularity of packets between functional elements.

Suppose the local controller reads a header Witkequal to 0. This will cause the activation
of FEp. After the local controller has completely read the header it produces two new headers on
respectively buffeB, and bufferB; and passes on control k. The functional element consumes
all data samples from the opcode buffer and produces new data samples on both outpuBpaifieks
Bs. After FEg has consumedl, data samples, it returns control to the local controller, which starts
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to read the next header from the opcode buffer. The next header actégteBecausd-E, has two
input ports, the local controller must remove the header from the packet present inBquffemvell.
When the data part of the packets is accessible onBgptndB,, the local controller activatdsE;.

Again, FE, consumes the data part on both input buffers while producing new data on Byiffétr
returns control to the local controller after it has réf§cdsamples from the opcode buffBg.

Sample-Switching In sample-switching mode, the functional unit switches between functional el-
ements at the granularity of samples as illustrated in Figure 2.9. This figure shows a functional unit
with a repertoire of two functional elementsky andFE;. Functional elemenEEgy has one input

port and two output ports. Functional eleméitf; has two input ports and one output port. The
functional elements in sample-switching mode must have their own input and output buffers and thus
the functional units have three input buffeBy( B, andB,) and three output buffer8g, B4, and

Bs). The figure shows what passes through these buffers in time. The shaded areas in the streams in
the figure represent single samples that can be either a data sample or a header sample.

In sample-switching mode, each functional element must have its own input and output buffers
since an individual sample cannot be associated with a particular stream. Sending a sample to a par-
ticular buffer identifies the stream to which a sample belongs and also automatically indicates which
functional element should process the sample. In Figure 2.9, only light gray samples are processed
by the light grayFEq. The dark gray samples are only processed by the darkRiayIn this figure,
the light and dark samples do not share any buffers.
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Figure 2.9 . A functional unit in sample-switching mode switches between functional ele-
ments at the granularity of samples.

In sample-switching mode, each functional element has its own opcode buffer. In Figure 2.9,
buffersBy andB, are the opcode buffers 6y andFE,, respectively. The local controller performs
the header processing for both functional elements. After the local controller finishes header pro-
cessing for one of the functional elements, it passes on control to that functional element. Contrary to
packet-switching mode, in sample-switching mode more than one functional element can have control
at the same time. Nonetheless, only one functional element is allowed to actually execute at a time.
The local controller uses a scheduler with which to decide which functional element executes.

A functional element is active only when the functional element is ready to execute, i.e. when
all its input ports contain data samples. The functional element informs the local controller that it is
ready by sending eequestfor permission to execute. The local controller can receive such requests
from other functional elements at the same time. Since only one functional element is allowed to
execute, the local controller grants one request at a time. To decide to which functional element it
should grant the request, the local controller uses a scheduler; for example, a Round Robin scheduler.
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When agrantedfunctional element executes, it consumes the data samples from the input buffers and

produces samples on the output buffers. After a functional element has executed and its input buffers
again contain data samples, it makes a new request to the local controller. Aftgidalia samples

have been read from the opcode buffer, a functional element returns control to the local controller of

the functional element’s functional unit.

In Figure 2.9, we assume that bétBy andFE; have control and read data samples from the input
buffers.FE; has all its input data available and requests the local controller to let it execute. The local
controller grants the requestBE, to execute, which consumes the two samples from b&ffeaind
B,, producing a new sample on buffBg. Next, anidle cyclefollows, which means that none of the
functional elements of the function repertoire can execute during that cycle. After the idle cycle, the
next cycle starts anBEg reads samples and issues a request to the local controller to let it execute.
The local controller grants this request, making sure only one functional element executes at a time.
This process is repeated again and again.

Communication Structure

Within the communication structure, a number of channels are present to communicate packets in
parallel from input ports to output ports. By changing the number of channels, the communication
structure implements different communication mechanisms ranging from a simple bus structure up to
a fully interconnected network structure like teeitch matrix[Vissers et al., 1995]. In the case of

a busstructure, the communication structure provides only a single channel. In the caswitéla

matrix, the communication structure provides as many channels as needed such that all output buffers
can have a connection to input buffers at the same time. The bus structure and switch matrix structure
both represent extremes: any structure in between could serve as a communication structure.

The samples of packets are communicated over the communication structure using a particular
protocol. In stream-based dataflow architectures, two examples of protocols are a first-come-first-
served protocol and a time-division-multiplexed protocol.

When the communication structure employEmst-Come-First-ServefFCFS) protocol, its chan-
nels make up a pool of available channels. As soon as a router requires a channel for communication,
it claims an available channel. The communication structure takes a channel from the pool and sets
up a path from the input port that is connected to the router to the output port that is connected to the
input buffer of a processing element. The router claims the channel until it has completely transferred
a packet to the input buffer. If all channels are in use and the communication structure cannot set up a
path, the router has to wait until a channel becomes available.

When the communication structure employtinae division multiplexedTDM) protocol, the ca-
pacity of a channel is multiplexed in time. The bandwidtleath channel is divided intd¥ time slots
of  cycles. All the routers are pre-assigned a time slot on a channel that they can use to communicate
samples. The router receives the time slot even if it does not have to communicate samples at all. If a
router is given its time slot, a channel is set up from the input port connected to the router to the output
port connected to the input buffer of a processing element the router wants to communicate with. The
router can communicate samples focycles. After ther cycles of the time slot have passed, the
same channel is set up for another router.

The TDM protocol guarantees that the communication capacity assigned to a router is a fraction of
the channel capacity. This capacity is pre-assigned and routers might not use all the assigned capacity
to transport samples. Although the FCFS protocol might be able to use the communication structure
more efficiently than the TDM protocol does, it is more difficult to determine whether the FCFS pro-
tocol satisfies the real-time constraints of architectures, because it does not guarantee communication
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capacity in time.

In the TDM protocol, routers communicate samples only in a specific time slot. This forces the
communication in architectures to take place in a particular rhythm. The global controller must inform
each router when it can communicate. This results in large amount of control interaction between the
global controller and the routers, which makes the global controller more complicated. In the FCFS
protocol, the routers themselves determine when to communicate samples and they do not interact
with the global controller. This leads to a simpler global controller.

Source/Sink Modes

The source and sink processing elements interact with systems external to the architecture. A source
processing element produces packet streams, whereas a sink processing element consumes packet
streams.

The source processing element consists of a source functional unit and output buffers that connect
to routers. A source functional unit wraps up an external stream of data samples (e.g. a TV-signal)
into a packet stream. The functional unit writes headers to its output buffers followed by a certain
amount of data samples (i.e. the packet letdjjfrom the external stream.

The sink processing element consists of a sink functional unit and input buffers. A sink functional
unit removes the headers from a packet stream, producing a continuous stream of data samples (e.g.
an output TV-signal). The functional unit reads packets from its input buffers, removes the headers
and writes the data samples into an external stream of data samples.

A source functional unit consumes an external stream at a particular rate while producing a packet
stream at a particular rate. Within stream-based dataflow architectures, the source functional unit uses
two different modes to produce packet streams, namely a stream mode and a burst mode.

In stream modgthe source functional unit produces a packet stream at the same rate at which it
consumes the external streamblirst modethe source functional unit produces a packet stream at a
higher rate than that at which it consumes the external stream. In this case, the source functional unit
accumulates samples until it can send out a packet at the higher rate.

In the stream mode, the source functional unit generates packets in a continuous stream, whereas
in burst mode the source functional unit generates packets in bursts. Both modes are illustrated in
Figure 2.10. Every black dot shown represents a data sample; every light gray dot, a header sample;
and every square, a cycle. At the left-hand side are two external streams with a rate of 1 sample per 4
cycles each. These streams are consumed by two source functional units that produce packet streams
in burst mode (i.e., the box at the top of Figure 2.10) and in stream mode (i.e., the box at the bottom of
Figure 2.10). In burst mode, the source functional unit produces a packet stream at a rate of 1 sample
per cycle. The source functional unit has packed the data samples closer together. The data of the
external stream is preceded by 4 header samples. In stream-mode, the source functional unit produces
a packet stream at a rate of 1 sample per 4 cycles, which is the same rate as the external stream. Again,
the data samples are preceded by 4 header samples, of which only thetilistigstde in the figure.

The mode in which a source functional unit operates affects the multiplexing of streams on func-
tional units. The stream mode is used when functional units operate in sample-switching mode. In
Figure 2.10, samples are produced in stream mode at a rate of 1 sample per 4 cycles. If a functional
unit has a throughput of 1, it can multiplex at maximum of four packet streacts having a rate of
1 sample per 4 cycles.

If the same functional unit were to operate in packet-switching mode, it would generate samples at
a rate thatis simply too slow. For every sample that the functional unit consumes, it has to wait 3 cycles
before it can read the next sample. However, when functional units operate in packet-switching mode,
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Figure 2.10 . Two source functional units that operate on two external streams with a rate
of 1 sample per 4 cycles.

a source functional unit operates in burst-mode. In general, the burst mode can be used effectively
in both packet-switching mode and in sample-switching mode. The stream mode can only be used
effectively in sample-switching mode.

A sink functional unit, like a source functional unit, operates in either stream mode or in burst
mode. In the stream mode, it continuously consumes samples at a particular rate. In burst mode, it
consumes samples in bursts.

Different Arbitrage Schemes of the Global Controller

Routers interact with the global controller to obtain new header information. A router starts an inter-
action with the controller by issuingr@questto the global controller. The global controllgrants

this request and only then does a router actually exchanges new header information with the global
controller.

Within stream-based dataflow architectures, there are multiple routers but only one global con-
troller. It is very likely that routers try to issue requests concurrently to interact with the global con-
troller. A global controller can serve only a certain capacity of requests, i.e., it has an instantaneous
service capacity The service capacity is in practice one request at a time. Consequently, the global
controller needs to arbitrate between different requests. Within the class of stream-based dataflow
architectures, the global controller can use different arbitrage schemes. Three examples of such an
arbitrage scheme are first-come-first-served, round robin, and time division multiplex.

In theFirst-Come-First-Serve(-CFS) arbitrage scheme, requests of routers are stored in a FIFO
buffer. The global controller deals with the requests in the FIFO buffer in the order in which they
arrive. In theRound Robimrbitrage scheme, the requests of routers are stored at a fixed position in an
array. The global controller grants the requests in the array in a circular order as they appear. Finally,
the Time Division Multiplex(TDM) arbitrage scheme is a FCFS arbitrage scheme with additional
functionality with which to control which router can communicate samples over the communication
structure at which time slot.

When the global controller grants a request, it takes a certain amount of time to actually transport
new header information to a router. This is gevice timeof the global controller.
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2.2 The Class of Stream-based Dataflow Architectures

In the previous section, we have discussed the structure and behavior of stream-based dataflow ar-
chitectures. Recall that we have not been dealing with any stream-based dataflow architecture in
particular, but with a hypothetical architecture in which some choices, both structural and behavioral,
are left open, the so-calleatchitectural choices Instead of discussing any particular stream-based
dataflow architecture, we consideclass of stream-based dataflow architectutest is characterized

by the available architectural choices.

Table 2.1 shows the parameters corresponding with the architectural choices for the stream-based
dataflow architecture as well as the range of values a parameter may take. For example, the number
of processing elements is represented by the paranigtdfrom the range given (i.g. 2...100} )
for F,, we may construct any architecture instance consisting of 2 up to 100 processing elements.
Another example is parameté&l, which indicates the number of channels present in the communi-
cation structure. As a final example, the paraméterepresents the two protocols a communication
structure can employ. The two protocols are represented by the enumeratédbetFCFS.

Architectural Choices Parameter
Name | Range
Architecture Number of processing elements 7, {2...100}
Communication Structure | Number of Channels Py {1...100}
Type Py {TDM, FCFS
Time Slot Length Ps {1...100}
Sink/Source Function Units Type Py { Stream, Burs}
Packet Length Ps {1...1000000}
Global Controller Type Ps {FCFS Round Robin
TDM}
Service Capacity Py {1...3}
Service Response Time Pq {1...10}
Per processing elemeiit 7,
Functional Units Number of Functional Elements P, {1...10}
Type P {Sample-Switching
Packet-Switching
Buffers Type Piis {HandshakeBounded
Unbounded
Input Buffers Capacity Buffer Prys {1...1000}
Output Buffers Capacity Buffer Prya {1...1000}
Routers Type Pris {ShareSingle
Per Function Element' I/,
Functional Elements The Function it executed Py { any valid function}
Latency Pyi1 {1...10}
Throughput rate Pyyo {1...10}
Number of input arguments Pyys {1...3}
Number of output arguments | P44 {1...3}
| Per Functionf, |
| Functions | Function Parameters | Pn...Pag. | depending on the functioh

Table 2.1. The architectural choices present within the class of stream-based dataflow
architectures.
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2.2.1 Architecture Template

To describe the class of stream-based dataflow architectures, we introduce the notion of an architecture
template, which we define as

Definition 2.8. ARCHITECTURE TEMPLATE
An architecture templatés a specification of a class of architectures in a parameterized farm.

An architecture template represents a class of architectures by expressing the available architec-
tural choices in terms of a parameter setA particular architecture within the class of architectures
is named an architecture instance, which is defined as

Definition 2.9. ARCHITECTURE INSTANCE
An architecture instanceor design is the result of assigning values to all architectural choices,
i.e., parameters of the architecture template. O

2.2.2 Design Space

The set of architectural choices in Table 2.1 describes many different architecture instances of the
stream-based dataflow architecture template. All these different instances together defesighe
spaceD of the class of stream-based dataflow architectures. For an architecture teAiplateh
parametergy . . . p,, the design spack is

D=FxP x---xP, (2.3)
We can select a poirtin D by selecting for each parametgs to P, a particular valug such that
I = (po,p1,---spn) €D (2.4)

For this point/ we can derive an architecture instanteof AT
AT(I) — Al (2.5)

2.3 The Designer’s Problem

So far, we have considered the stream-based dataflow architecture template from the point of view of
structure and behavior. Now we turn to the designer who needs to design architectures, and in partic-
ular stream-based dataflow architectures, that can execute a set of applications. The designer has to
produce one or more architectures that satigfyign objectivesuch as real-time constraints, through-

put of the architecture, resource efficiency, and programmability. This list can easily be extended with,
for example, power consumption and silicon area. We will confine ourselves to the design objectives
related to real-time constraints, throughput constraints, and utilization.

Definition 2.10. FEASIBLE DESIGN
A feasible desigsatisfies all stated design objectives. O

Thus the design problem a designer faces consists of selecting parameter values for an architecture
template such that a feasible design is found. This design task becomes increasingly difficult as
architectures become more programmable. A design should satisfy the design objectives not only for
a single application, but for a given set of applications.

A designer’s approach to constructing programmable applications-specific architectures, and in
particular, stream-based dataflow architectures, is what we consider in this thesis. The problem state-
ment for which this thesis will provide a systematic methodology is:
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Central Problem Statement of this thesis

Given an architecture templaté€7” and its design spack, a set of applications, and the
design objectives, provide a method to find parameter values of the architecture template
such that a feasible design results.

We discuss a feasible design and not an optimal design. The complexity of these architectures is
such that we simply do not know what an optimum might be. Nevertheless, of all possible feasible
designs, a designer is interested in the design best satisfying the stated design objectives. When one
feasible design has a better utilization than that of other feasible designs, it is considered a better
design.

| Design Objectives |
Real-time Constraints
Throughput Constraint
Utilization

Silicon Area Cost
Power Consumption
Programmability to Support a Set of Applications

Table 2.2. Possible design objectives when finding an architecture for a set of applications.

2.3.1 Exploring the Design Space of Architectures

We observe that a design approach is not yet available for programmable architectures like stream-
based dataflow architectures. As we will show, design approaches currently in use seem unable to help
designers in evaluating the consequences of architectural choices with respect to the design objectives.
The level of detail introduced in current design approaches narrows down the design space that the
designer can explore. As a result, a designer cannot make the trade-off between the many architectural
choices shown in Table 2.1.

Because the designer cannot make the necessary trade-offs, thi@agesdesign is eithepver-
designedr under-designedn the first case, a design under-utilizes its resources and it is thus a more
expensive design than necessary; in the second case, the design cannot satisfy the imposed design
objectives.

2.3.2 Problems in Current Design Approaches

Designers typically start by sketching rough outlines of architectures on paper, which vpa et
architectures Because it is difficult to evaluate particular architectural choices at this stage, designers
tend to make qualitative statements about these paper architectures that lack a sound basis on which
to validate them. This makes designing feasible architectures an art rather than solid engineering.
Once designers have selected a particular paper design, they tend to fill in the detail of a design in
a hardware description language like VHDL or Verilog. This design approach is sometimes referred
to asGolden Point DesigfRichards, 1994]. In this design approach, designers very quickly become
preoccupied by details of the design. They do not thoroughly evaluate the consequences of decisions
at a high enough level. For example, the high level decision to use a particular kind of buffer of a
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certain size presumably has a far greater impact on the overall performance of a design than do the
details of how a buffer communicates with a processing element.

As the description of the architecture becomes more detailed, it also becomes harder to change
the structure or behavior of the architecture. This makes it more difficult to try out other architectural
choices. Since simulation becomes an increasingly important tool when more detail is added, another
consequence of a more detailed architecture is that the simulation speed drops dramatically, especially
in the context of high performance video and radar applications. Consequently, only a few alternatives
can be evaluated in a reasonable amount of time. An associated problem with adding more and more
details is that many problems arise that were initially unforeseen. To solve these problems, designers
take ad-hoc decisions that can seriously affect the ability of architectures to satisfy their stated design
objectives.

Although designers develop programmable architectures, the development of the architecture is
often unrelated to the development of the set of applications. This further impedes making trade-
offs on behalf of supporting a set of applications. It is therefore very much the question if the final
architecture is sufficiently programmable to execute the complete set of applications while satisfying
the design objectives.

Another design approach is to transform digital signal processing applications in various steps of
refinement into a particular architecture. This approach is used, for example, spdtodic array
design community [H.T. Kung and Leiserson, 1978; H.T. Kung, 1982] andi#tvefrontdesign com-
munity [S.Y. Kung et al., 1982; S.Y. Kung, 1988]. Using all kinds of transformations like folding and
partitioning, the application is transformed into an architecture (see for example, figure 6.41 in S.Y.
Kung [1988]). For a set of applications, this refinement method would lead to different optimal ar-
chitectures for different applications. It lacks the ability to deal effectively with making trade-offs in
favor of the set of applications.

Finally, the hardware/software codesign design approach relies on an architecture template to
design architectures. One application is partitioned into hardware and software parts that fit onto this
architecture template [De Micheli and Sami, 1996]. Nevertheless, the architecture template typically
used in hardware/software codesign is too restrictive: it often consists of one or more co-processors, a
bus, and a programmable element like a CPU or a DSP. The architecture template is unable to handle
the demanding requirements of high-performance signal processing.

The Hardware/Software Codesign design approach lacks the ability to deal effectively with mak-
ing trade-offs in favor of the set of applications. Only recently has the problem of executing a set of
multi-media applications been addressed in the hardware/software codesign community (by Kalavade
and Subrahmanyam [1997]), albeit only for cyclo-static DSP applications.

2.4 Related Work on Dataflow Architectures

Work on dataflow architectures started in the early 1970s. It is Jack Dennis who is regarded as the
originator of the concepts of dataflow architectures [Dennis and Misunas, 1975]. People working on
dataflow architectures had great visions of plentiful computing power provided by powerful parallel
architectures based on simple computing principles [Veen, 1986]. Dataflow architectures, especially
dynamic dataflow architecture (see Section 2.1.3), were researched intensively during the 1980s and
the early 1990s. During the 1980s, the now famous Manchester Dataflow Architecture was conceived
and implemented [Gurd et al., 1985]. It typifies the dynamic dataflow architectures of that time. The
Manchester Dataflow Architecture was a general-purpose computer that used fine-grained, homoge-
neous functional units (i.e., each functional unit executes the same set of functions). This makes it
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possible for the architecture to do load balancing of the functional units, giving speed-up that was
nearly linear.

2.4.1 Implementation Problems of Dataflow Architectures

In general, dynamic dataflow architectures, although very elegant conceptually, suffer from severe im-
plementation problems. It was found to be impossible, as we will explain, to implement the dataflow
model of computation efficiently in hardware [Veen, 1986]. Dynamic dataflow architectures exploit
fine-grained functional elements, giving these architectures the most flexibility. This result, how-
ever, in enormous communication requirements leading to special, bulky communication structures.
Furthermore, dynamic dataflow architectures are able to execute recursion and data-dependent con-
ditionals, causing parallelism to arise at run-time. This run-time parallelism disturbs the ordering of
the tokens inside the architecture. To reorder these tokens at run-time, dynamic dataflow architectures
requirematching unitsThese matching units are special hardware units that utdgsand a certain
amount of associative memory to perform tag matching at run-tiniteis, however, very difficult to

assess in advance how large this memory should be. In addition, matching units need to have some
overflow mechanisms, which can be very bulky [Gurd et al., 1985]. Another issue making the im-
plementation of dynamic dataflow architectures difficult is the granularity of the data flowing around
the machine. This data is typically a single integer value, due to the fine-grained functions employed.
Tagging these fine-grained tokens results in an enormous overhead. In addition, it is very difficult to
generate unique tags for all the tokens flowing through the architecture at the same time. Of all the im-
plementation problems mentioned here, it is the implementation of matching units that has proven in
the end to be the Achilles heel of the implementation of dynamic dataflow architectures [Jagannathan,
1995].

2.4.2 Other Dataflow Architectures

As research continued, it became increasingly clear that pure dynamic dataflow architectures, in par-
ticular, fine-grained dataflow architectures, are not a viable option in the long term to become general-
purpose computing architectures [Jagannathan, 1995]. Instead, research continued to focus more
on hybrid data-driven/control-driven architectures caN&dtithreading Architecturesr dataflow ar-
chitectures that are specialized for a particular application domain, datethin-specific Dataflow
Architectures

Multithreading architectures combine dataflow and von Neumann models of computation [Dennis
and Gao, 1994]. These architectures hide the effects of both memory latency and synchronization
waits by switching coarse-grained functions on a RISC-style processor. Examples of such hybrid
architectures are the Monsoon processor [Papadopoulos and Culler, 1990] and the Sparcle processor
of the Alewife project [Agarwal et al., 1995].

Domain-specific architectures are specialized for a particular application domain. These architec-
tures try to exploit characteristics of a particular domain, for example realviiiee signal processing
(VSP). VSP applications can be described in a very natural way using streams and dataflow models of
computation [Lee, 1992-1993; Jagannathan, 1995]. Dataflow architectures implement these dataflow
models of computation directly into hardware. We discuss domain-specific dataflow architectures in
more detail in the next section. We thereby make a distinction between static domain-specific dataflow
architectures and dynamic domain-specific dataflow architectures.

2Architectures using these tags are caliegged-token dataflow architecturébhe Manchester Dataflow Architecture
is such a tagged-token dataflow architecture.
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An extensive (historical) overview of dataflow architectures that have been developed is presented
by Silc et al. [1998], who discuss the first dataflow architectures up to the latest developments in
dataflow architectures.

Static Domain-specific Dataflow Architectures

Building domain-specific dataflow architectures has already proven to be a productive route. For
high-performance video algorithms described in a static dataflow model of computation, both pro-
grammable architectures like the VSP [Vissers et al., 1995] and PADDI [Chen and Rabaey, 1990;
Yeung, 1995] and dedicated architectures [Lippens et al., 1991] exist. The systolic/wavefront array
community has also successfully exploited static dataflow concepts [H.T. Kung, 1982; S.Y. Kung
etal., 1982].

Dynamic Domain-specific Dataflow Architectures

Nevertheless, with the increased focus on multi-media applications, new problems are being intro-
duced that require dynamic execution of applications. Just consider applications related to MPEG
standards for video or AC3 standard for audio. The concepts of Quality of Server (QoS) will also lead
to the introduction of new applications that need to be scaled dynamically based on the availability of
resources.

| Architecture| Application Domain \

Prophid High performance video applications

in consumer appliances [Leijten et al., 1997]

Jacobium | Array signal processing applications [Rijpkema et al., 1997]
Pleiades Multi-standard mobile communication devices [Abnous and Rabaey, 1996]
Cheops Television of Tomorrow [Michael Bove Jr. and Watlington, 1995]

Table 2.3. Architectures that have in common the use streams, medium to coarse-grained
processing elements, and which are (weakly) programmable to support a set of applica-
tions.

New architectures like stream-based dataflow architectures are emerging to support sets of these
new dynamic applications. Examples of such architectures are given in Table 2.3. These architectures
all have in common that they the use streams, contain medium to coarse-grained processing elements,
and are (weakly) programmable to support a set of applications.

2.4.3 Implementing Stream-based Dataflow Architectures

Let us focus more on problems encountered in the stream-based dataflow architecture, given the prob-
lems observed in implementing dynamic dataflow machines, i.e., the granularity of functions, over-
head from tagging tokens and generating unique tags, and the use of matching units.

Granularity of Functions

We studied which grain size is optimal for a set of applications and presented this study in [Liev-
erse et al., 1997]. In this study, we explored the efficiency of a stream-based dataflow architecture
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guantitatively in terms of silicon use as a function of the grain size of the function implemented on
functional elements. The architecture had to execute a set of 20 industrially relevant applications
initially developed to execute on VSP2 architectures.

This study clearly showed that for a set of applications, the use of coarse-grained functions resulted
in an implementation that was 2 to 5 times more efficient in silicon than a fine-grained dataflow
architecture like the VSP2. At the same time, the architecture using the coarse-grained functions
is programmable enough to execute the set of applications. The quantitative relationship found by
Lieverse et al. is shown in Figure 2.11. It shows the ratio of silicon area needed by stream-based
dataflow architectures to that needed by the VSP2 implementations to execute the set of applications,
as a function of processing elements and cluster size. The cluster size is, like the grain size, expressed
in terms of RISC-like instructions and is comparable to the grain size.

Figure 2.11 . The quantitative relationship between grain size of the functional elements and
silicon area of the stream-based dataflow architecture for a set of 20 industrially relevant
video-applications. The figure shows the ratio of silicon area needed by stream-based
dataflow architectures to that needed by the VSP2 implementations to execute the set of
applications, as a function of processing elements and cluster size. The cluster size is, like
the grain size, expressed in terms of RISC-like instructions and is comparable to the grain
size.

Tag Overhead and Generating Unique Tags

The processing elements in stream-based dataflow architectures communicate packet streams. Packets
have a data part of lengthand a header part. The stream-based dataflow architecture uses four header



38 2.4 Related Work on Dataflow Architectures

samples to represent the header part. The header tags the data samples present in the data part. By

making a packet longer, we can spread the overhead introduced by the four header samples over more

samples: the longer the data part, the smaller the overhead per sample introduced by the header.
When a stream with a rate efsamples/sec is broken down into a stream of packets with length

L, the overhead introduced by the four header samples results in an effective rate of the samples as

x * 100% = Effective Rate (2.6)

1
T4/l
In general, the longer the packet, the smaller the overhead of a header. A packet length of 100 to

1000 is, for example, very common in video applications. A single video line takes approximately
800 samples. When using packets of 1000, the overhead is less than 0.4%. However, very long packets
negatively affect the switching of packet streams on a functional unit, which leads to large buffers:
other packet streams have to wait longer before being processed by a functional unit. As packets
become longer, it becomes more difficult to reuse a functional unit. This reduces the programmability
of functional units.

Stream-based dataflow architectures do not suffer that much from the unique tag problem. These
architectures require fewer unique tags because of the use of packets and static routing of packet
streams. Furthermore, knowledge about the applications can be exploited to generate unique tags. In
video, for example, there are strong relations between video frames.

Matching Units

Dynamic dataflow architectures require matching units to restore order in tokens streams. In principle,
stream-based dataflow architectures also have to reorder packets at run-time. We illustrate this with
the example shownin Figure 2.12. It shows a functional unit in packet-switching mode, with two input
ports containing three functional elemenfEE(, FE,, andFE,). Two input buffers connect to these

two input ports. The content of these two buffers is shown over time, with each gray area representing
a packet. The number beneath each packet indicates to which functional element it belongs (i.e. itis
the value ofH; in the header). We do not show the output buffers in the figure. The example is the
same as the example shown in Figure 2.8 except that it contains one additional functional element, i.e.
FE, requires two input arguments.

The order of the packets in tH@pcodeBuffer first causes the execution &k, followed by
the execution ofFE;, which also consumes packets from bufigy. The packet read from the
Opcodebuffer after the execution ofFE; again causeBFE; to execute. Input buffeB,, however,
contains a packet belongingfd, and this situation causeglaadlock the functional unit will never
be able to execute functional eleméit;. In such a case, a matching unit has to reorder packets in
both buffers such that the packets presented to the functional unit belong toFdther FE,. This
procedure prevents deadlock from occurring.

The sharing of input buffers between various functional elements causes the reordering problem
in Figure 2.12. To solve this problem, the input buffers must not be shared, as is already required in
sample-switching mode. Although this is a solution for the reordering problem, it introduces as many
inputs buffers as there are input arguments for the functions of the function repertoire of a functional
unit, a result that might be undesirable.

Although sample-switching might solve the reordering problem through the introduction of more
buffers, it also leads to many more switches of the functional elements than occurs in packet-switching
mode. From work done on Multithreading architectures [Dennis and Gao, 1994], we already know that
this fast switching makes implementations of sample-switching functional units difficult. Conversely,
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Opcode Buffer FE 0
| [ \ \ |
2 1 1 0
FE_1
Packet Bu|ffer B_1 |
Time Functional Unit

Figure 2.12 . A functional unit in packet-switching mode that deadlocks due to a matching
problem.

in packet-switching mode fewer switches occur. This makes the implementation of packet-switching
functional units simpler.

As indicated before, the dynamic behavior of functions implemented on functional elements man-
ifests itself in two ways: functional units dynamically produce either more packets or packets of
variable length. Both ways can disrupt the order of packets in a stream and hence do not solve the
reordering problem. This means further research is needed on methods guaranteeing deadlock-free
execution while still obtaining efficient implementations (this will be discussed briefly in Section 9.3).

2.5 Conclusions

In this chapter, we discussed the structure and behavior of stream-based dataflow architectures. We
showed that all choices available in both structure and behavior allow us to describe not just one
architecture, but rather, a class of architectures. We also showed that this class of architectures could
be described by means of an architecture template from which architecture instances can be derived.
The problem designers face, given an architecture template with its large design space, is to find a
feasible design. However, no good general design approach exists to support designers in exploring
the design space of programmable architectures. As a consequence, designers cannot make the proper
trade-offs leading to a good feasible design that is able to execute a set of applications. Finally, we
placed the stream-based dataflow architecture in perspective regarding other work done on dataflow
architectures.
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HE architecture template of stream-based dataflow architectures offers many options to designers

for instantiating an architecture, as was explained in Chapter 2. So, how can designers explore
the design space of the architecture template to come to an architecture instance that satisfies his re-
qguirements? In this chapter, we discuss an approach in which designers can use performance models
to make architectural choices. By evaluating the performance models of architecture instances, de-
signers acquire performance numbers that provide them with quantitative data. They make justifiable
decisions based on this quantitative data.

The idea of using performance numbers to compare architecture instances leads to the Y-chart
approach presented in Section 3.1 in which the performance of architectures is analyzed for a given
set of applications. Using this approach, we explain in Section 3.2 how we can explore the design
space of the architecture template. The Y-chart approach consists of five components having their
own particular requirements. In Section 3.3, we consider the requirements for performance analy-
sis an mapping. In this thesis, we development a Y-chart environment for the class of stream-based
dataflow architectures discussed in Chapter 2. In Section 3.4, we show each component of the Y-chart
and briefly discuss what the issues are within each component. We finish this chapter in Section 3.5
by looking at general-purpose processors. After all, designers have already been constructing pro-
grammable architectures for decades. As it turns out, designers use a benchmark design approach
which very much resembles the Y-chart approach.

43
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3.1 The Evaluation of Alternative Architectures

We noticed in the previous chapter that the problem designers face when designing architectures like
stream-based dataflow architectures is the many architectural choices involved (see Table 2.1 for an
example). In the context of the architecture template, on what basis should designers decide that one
architectural choice is better than another? We somehow have to provide designers with a basis on
which they can compare architectural choices in an objective way.

3.1.1 Quantitative Data

The ranking of architectural alternatives should be based on evaluation of performance models of
architecture instances. A performance model expresses how performance metrics like utilization and
throughput relate to design parameters of the architecture instance. The evaluation of performance
models results in performance numbers that provide designerguatttitative dataThis data serves

as the basis on which a particular architectural choice is preferred above another architectural choice
in an objective and fair manner.

3.1.2 The Y-chart Approach

We propose a general scheme with which to obtain the quantitative data, as shown in Figure 3.1.
This scheme, which we refer to as the Y-chart, provides an outline for an environment in which
designers can exercise architectural design and was presented for the first time in [Kienhuis et al.,
1997]. Inthis environment, the performance of architectures is analyzed for a given set of applications.
This performance analysis provides the quantitative data that designers use to make decisions and
to motivate particular choices. One should not confuse the Y-chart presented here with Gajski and
Kuhn's Y-chart [Gajski, 1987], which presents the three views and levels of abstraction in circuit
designt. We used the term “Y-chart” for the scheme shown in Figure 3.1 for the first time in [Kienhuis

etal., 1998].
Applications lll

Architecture
Instance

Mapping

Performance
Analysis

.| Performance
Numbers

Figure 3.1. The Y-chart approach.

We define the Y-chart approach as

Definition 3.1. Y-CHART APPROACH

In Gajski and Kuhn's Y-chart, each axis represents a view of a mbedlavioral structural or physicalview. Moving
down an axis represents moving down in level of abstraction, frorarttgtecturallevel to thelogical level to, finally, the
geometricalevel.
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TheY-chart Approachis a methodology to provide designers with quantitative data obtained by
analyzing the performance of architectures for a given set of applications. O

The Y-chart approach involves the following. Designers describe a particular architecture instance
(Architecture Instancbox) and use performance analygfeformance Analysisox) to construct a
performance model of this architecture instance. This performance model is evaluated for the mapped
set of applicationsMlappingbox and stack oApplicationsboxes). This yields performance numbers
(Performance Numbeltzox) that designers interpret so that they can propose improvements, i.e., other
parameter values, resulting in another architecture instance (this interpretation process is indicated in
Figure 3.1 by the lightbulb). This procedure can be repeated in an iterative way until a satisfactory
architecture for the complete set of applications is found. The fact that the performance numbers
are given not merely for one application, but for the whole set of applications is pivotal to obtaining
architecture instances that are able to execute a set of applications and obey set-wide design objectives.

It is important to notice that the Y-chart approach clearly identifies three core issues that play a
role in finding feasible programmable application-specific architectures, i.e., architecture, mapping,
and applications. Be it individually or combined, all three issues have a profound influence on the
performance of a design. Besides designing a better architecture, a better performance can also be
achieved for a programmable architecture by changing the way the applications are described, or
the way a mapping is performed. These processes can also be represented by means of lightbulbs
and instead of pointing an arrow with a lightbulb only to the architecture, we also point arrows with
lightbulbs back to the applications and the mapping, as shown in Figure 3.2. Nevertheless, we focus
in this thesis mainly, but not exclusively, on the loop describing the architecture design. Therefore the
emphasis is on the process represented by the arrow pointing back to the architecture instance box.

Applications lll
X

Architecture

Instance Mapping

aSdLl Performance =
O K '
@ Analysis

\\\ //
\\\ //
.| Performance | .-~

Numbers -

Figure 3.2 . The Y-chartwith lightbulbs indicating the three areas that influence performance
of programmable architectures.

3.2 Design Space Exploration Using the Y-chart Approach

The Y-chart approach provides a scheme allowing designers to compare architectural instances based
on quantitative data. Using the architecture template of the stream-based dataflow architecture, as
introduced in Chapter 2, we can produce a set of architecture instances: we systematically select for
all parameterg in the parameter st of the architecture templaté7’ distinct values within the
conceded range of values of each parameter. Consequently, we obtain a (large) fihité geints

1.

Z72{107117"'7171} (31)



46 3.3 Requirements of the Y-chart Approach

Each point/ leads to an architecture instance as given in Equation 2.5. Using the Y-chart, we map on
each and every architecture instance the whole set of applications and measure the performance using
particular performance metrics, a process we repeat until we have evaluated all architecture instances
resulting from the sef. Because the design space of the architecture temglAtis defined by the

set of parameters o7 (see Equation 2.3), in the process described above we explore the design
spaceD of AT.

Definition 3.2. EXPLORATION
Theexplorationof the design spacP of the architecture templat&€7 is the systematic selection
of a value for all parametet8; € D such that a finite set of poins= {Iy, I1,...I,} is obtained.
Each point/ leads to an architecture instance for which performance numbers are obtained using the
Y-chart approach. O

When we plot the obtained parameter numbers for each architecture instance versus the set of
systematically changed parameter values, we obtain graphs such as shown in Figure 1.5. Designers
can use these graphs to balance architectural choices to find a feasible design.

Some remarks are in order in relation to Figure 1.5. Whereas the figure shows only one parameter,
the architecture template contains many parameters. Finding the right trade-off is a multi-dimensional
problem. The more parameters involved, the more difficult it will be. Note also that the curve shown
in the graph is smooth. In general, designers cannot assume that curves are smooth because the inter-
action between architecture and applications can be very capricious. Finally, the curve in the figure
shows a continuous line, whereas the performance numbers are found only for distinct parameter
values. Simple curve fitting might give the wrong impression.

3.3 Requirements of the Y-chart Approach

For designers to use the Y-chart approach in the design of architectures, they must be able to describe
both architecture instances (from an architecture template) and sets of applications. Designers must
also be able to derive mappings for these sets of applications onto different architecture instances.
The final requirement that this approach imposes on designers is that they can make models of the
described architecture instance which they can then analyze to obtain performance numbers.

Each box in the schematic of the Y-chart approach denotes a discipline in its own right, having
its own particular requirements. These requirements are discussed later in this thesis, with a separate
chapter dedicated to each discipline and its requirements. However, the five sets of requirements
are not mutually independent: the requirements for ‘performance analysis’ and ‘mapping’ stipulate
the requirements for ‘architecture’, ‘applications’, and ‘performance numbers’. In this section, we
consider the requirements for performance analysis and mapping in conjunction with a design process.

We have not said anything about the level at which a Y-chart should be constructed or at what level
architecture instances should be modeled and applications should be specified. As we will show, there
exists a trade-off between the effort required for modeling architecture instances, the effort required
for evaluation of the performance of such architecture instances, and the accuracy of the acquired
performance. A designer can exploit this trade-off to narrow down the design space of an architecture
template in a few steps. When modeling and evaluation is relatively inexpensive, the design space can
be explored extensively. By the time modeling and evaluation become expensive, the design space
has already been reduced considerably and contains the design points of interest.

The Y-chart approach requires that designers deal with the mapping problem at the beginning of
a design. Therefore, ideally designers should develop a mapping strategy concurrently with the de-



Solution Approach 47

velopment of the architecture instance and the set of applications. We formulate a mapping approach
with which such mapping strategy can be developed for the stream-based dataflow architecture.

3.3.1 Performance Analysis

Performance analysis always involves three issuestodeling effort an evaluation effortand the
accuracyof the obtained results [Lavenberg, 1983; van Gemund, 1996]. We address each of these in
more detail in Chapter 4. Performance analysis can take place at different levels of detail, depending
on the trade-offs that are made between these three issues. Very accurate performance numbers can
be achieved, but at the expense of a lot of detailed modeling and long evaluation times. On the other
hand, performance numbers can be achieved in a short time with modest effort for modeling but at the
expense of loss of accuracy. We place the important relations between these three issues in perspective
in what we call theAbstraction Pyramid

The Abstraction Pyramid

The abstraction pyramid (see Figure 3.3) describes the modeling of architectures at different levels
of abstraction in relation to the three issues in performance modeling. At the top of the pyramid is a
designer’s initial rough idea (shown as a lightbulb) for an architecture in the form of a ‘paper architec-
ture’. The designer wants to realize this architecture in silicon. The bottom of the pyramid represents
all possible feasible realizations; it thus represents the complete design space of the designer’s paper
architecture. A discussion of the five main elements of the abstraction pyramid follows.

Cost of Modeling Moving down in the pyramid from top to bottom, a designer defines an increasing
expenditure of detail of an architecture using some modeling formalism. This process proceeds
at the cost of an increasing amount of effort, as indicated oraseof modelingxis at the
right-hand side of the pyramid. As a designer describes architectures in more detail, the number
of architectural choices (i.e. the number of parameters in the architecture template) increases,
expanding the basis of the pyramid. Each new architectural choice, albeit at a lower level of
detail, thus further broadens the design space of the architecture.

Opportunity to Change As the designer moves down and includes more detail using the modeling
formalism, the architecture becomes increasingly more specific. Details added at a given level
interfere with detail added at a higher level of abstraction. Due to this intertwining of detail, the
more detailed models become, the more difficult it is to make changes in architectures. Thus,
the opportunity to explore other architectures diminishes. This is indicated @pploetunity
axis at the left-hand side of the pyramid.

Level of Detail Lines intersecting the abstraction pyramid horizontally at different heights represent
architecture instances modeled at various levels of detail. At the highest level of abstraction,
architectures are modeled usinack-of-the-envelope modeModels become more detailed as
the abstraction pyramid is descended. Bhaek-of-the-envelope modétsfollowed byestima-
tion modelsabstract executable models/cle-accurate modelsind, finally, bysynthesizable
VHDL models This represents the lowest level at which designers can model architectures.

We use the ternback-of-the-envelope modekr simple mathematical relationships describing
performance metrics of an architecture instance under simple assumptions related to utilization
and data rates. Estimation models are more elaborated and sophisticated mathematical relation-
ships to describe performance metrics. Neither model describes the correct functional behavior
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Figure 3.3 . The abstraction pyramid represents the trade-off between modeling effort, eval-
uation speed, and accuracy, the three elements involved in a performance analysis.

or timing. The termabstract executable moddescribes the correct functional behavior first,
without describing the behavior related to time. The tegle-accurate modelescribes the
correct functional behavior and timing of an architecture instance in which a cycle is a multiple
(including a multiple of one), of a clock cycle. Finally, the tesynthesizable VHDL model
describes an architecture instance in such detail, in both behavior and timing, that the model
can be realized in silicon.

Accuracy In the abstraction pyramid, accuracy is represented by the gray triangles. Because the
accuracy of cycle-accurate models is higher than the accuracy of estimation models, the base
of the triangle belonging to the cycle-accurate models is smaller than the base of the triangle
belonging to the estimation models. Thus the broader the base, the less specific the statement a
designer can make in general about the final realization of an architecture.

Cost of Evaluation Technigues to evaluate architectures to obtain performance numbers range from
back-of-the-envelope models where analytical equations are solved symbolically, using, for
example Mathematicalr Matlab, up to the point of simulating the behavior in synthesizable
VHDL models accurately with respect to clock cyclessimulation the processes that would
happen inside a real architecture instance are imitated. Solving equations only takes a few
seconds, whereas simulating detailed VHDL models takes hours if not days. The axis at the
right-hand side represents both cost of modelingaad of evaluation

Exploration

The abstraction pyramid shows the relationship between the effort required for the modeling of archi-
tecture instances at different levels of abstraction, the effort required to evaluate such an architecture
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model and the accuracy of the results obtained from evaluating the architecture models. When ex-
ploring the design space of an architecture template, designers may make different trade-offs between
these three issues at different times.

The higher the abstraction, that is, the higher up in the abstraction pyramid, the faster a model
of an architecture instance can be constructed, evaluated and changed. Conversely, the lower the
abstraction, i.e. the deeper down in the abstraction pyramid, the slower a model can be constructed,
evaluated and changed. The accuracy of the performance numbers obtained is less in the former case
and higher in the latter case.

The trade-off designers make is as follows. Higher up in the pyramid they can explore a larger
part of the design space in a given time. Although it is less accurate, it helps them to narrow down
the design space. Moving down in the pyramid, the design space which they can consider becomes
smaller. The designer can explore with increased accuracy only at the expense of taking longer to
construct, evaluate, and change models of architecture instances.

The process of narrowing down on the design space is illustrated in the abstraction pyramid.
Three circles are drawn at the level of estimation models and three are at the level of cycle-accurate
models. Each circle represents the evaluation of an architecture instance. An exploration at a particular
abstraction level is thus represented as a set of circles on a particular line intersecting the abstraction
pyramid.

Stacks of Y-chart Environments

Due to the level-dependent trade-off between modeling, evaluation , and accuracy, designers should
use different models at different levels of abstraction when exploring the design space of architectures.
At each level, they should study the appropriate (part of the) design space in order to narrow it down.
The Y-chart approach used at these different levels is, however, invariant: it still consists of the same
elements, as shown in Figure 3.1. This leads to the following definitiorYedtzart environment

Definition 3.3. Y-CHART ENVIRONMENT
A Y-chart Environmernis a realization of the Y-chart approach for a specific design project at a
particular level of abstraction. O

The different levels represented in the abstraction pyramid thus indicate that more than one Y-chart
environment is needed in a design process for architectures. Instead, different Y-chart environments
are needed at different levels of abstraction, forming a stack as illustrated in Figure 3.4. This fig-
ure shows three possible Y-chart environments: one each at a high, a medium, and a low level of
abstraction.

In the abstraction pyramid, more than these three levels of abstraction are given. However, de-
signers will not model architectures at all possible levels, because of limited resources (i.e. personnel
and time), but will instead resort to separate models for just a few levels — say three levels — that we
indicate as high, medium and low. We discuss these three levels in more detail. For each level we
indicate which model from the abstraction pyramid in Figure 3.3 fits which level as well as what is
typically examined at each level.

High Level Early in the design, designers make use of very abstract, high-level models — the so-
called back-of-the-envelope models and estimation models — to model architecture instances. This
allows them to construct many architecture instances very quickly. Designers typically use generic
tools like Matlab or Mathematicato evaluate the performance of these models by solving analytic
equations. These tools can compute complex equations (symbolically) within a few seconds. The
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Figure 3.4 . A stack of Y-chart environments, with a different model at each level of abstrac-
tion.

resulting performance numbers typically represent rough estimates for throughput, latency, and uti-
lization. The tools evaluate the performance metrics either numerically or symbolically. At this stage,
different architecture instances are compared based agldisveaccuracy of performance numbers.

Medium Level As the design space for the architecture template narrows, designers use models
that are more detailed. A designer uses abstract-executable models and cycle-accurate models at
the medium level in the abstraction pyramid to describe architecture instances as required by the
Y-chart approach. At a medium level of abstraction, designers can compare the performances of
moderately different architectures. Both the construction of these models and the evaluation time
will take longer than for the back-of-the-envelope and estimation models, since they include more
detail. Models at this level require architecture simulators that typically require from minutes to hours

to carry out a simulation. These simulators most likely employ discrete-event mechanisms [Ulrich,
1969; Breuer and Friedman, 1976]. The performance numbers at this level typically represent values
for throughput, latency, and utilization rates for individual elements of architecture instances. As the
models become more accurate, the accuracy of the performance numbers also becomes higher. At
this stage, the performances of architecture instances are in the same range. The relative accuracy of
performance numbers is no longer sufficient; therefore different architecture instances are compared
based orabsoluteaccuracy of performance numbers.

Low Level Finally, as the design space narrows down further, a designer wants to be able to compare
the performance of slightly different architecture instances accurately to within a few percent. As
shown in the abstraction pyramid, the designer uses detailed VHDL models to describe architecture
instances as required by the Y-chart, taking significant amounts of time and resources. Designers
can carry out the simulations using standard VHDL simulators. Simulation time required for these
architecture instances can be as much as several days. The obtained performance numbers are accurate
enough that a designer can compare differences in the performance of architecture instances to within
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a few percent. The performance numbers extracted at this level are not, however, high-level metrics.
They do not give the utilization of the resources of the architecture instance or the throughput of a
complete processing element; instead, they produce detailed waveforms. Special tools are needed to
translate this detailed information back to high-level metrics.

Design Trajectory

The abstraction pyramid presents trade-offs between modeling, evaluation, and accuracy that resultin
a stack of Y-chart environments being used. This stack leaddésign trajectoryn which designers
can model architectures at various levels of detail. The Y-chart approach and the stack of Y-chart
environments thus structure the design process of programmable application-specific architectures.
Within the design trajectory, designers perform design space exploration at each level and narrow
down the design space containing feasible designs. Therefore the design space is explored when
modeling and evaluation are relatively inexpensive, i.e., higher up in the abstraction pyramid. By
the time modeling and evaluation become expensive, i.e., down in the abstraction pyramid, the design
space is already reduced considerably and contains the interesting design points. The design trajectory
in which the design space is gradually reduced differs from the golden point design approach discussed

in Section 2.3.
HIGH }g;7ﬂ\\\\ HIGH

MEDIUM MEDIUM

LOW Low

A

(a) Golden Point Design (b) Design Trajectory

Figure 3.5. (a), the golden point design approach. (b), the design approach in which de-
signers use Y-chart environments.

In Figure 3.5(a), we show the design approach that is refer to gottien point desigfRichards,

1994]. Here a design is selected (the golden point) and modeled directly at a low level in the pyramid.
Because hardly any exploration took place, it is first of all very much the question whether the selected
point results in a feasible design. Secondly, due to the low level of detail already involved, it becomes
very difficult to explore other parts of the design space, thus leading to suboptimal design. Thirdly, it

is very likely that designers will be confronted with unpleasant surprises at late stages in the design
process. This can lead to costly rework and slipping time schedules. In Figure 3.5(b), the design
approach is shown in which designers use Y-charts at different levels of abstraction. In this approach,
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designers explore the design space of architectures at different levels of abstraction and gradually
narrow down the design space containing potential feasible designs.

3.3.2 Mapping

Mapping pertains to conditioning a programmable architecture instance such that it executes a partic-
ular application. It leads to a program that causes execution of one application on the programmable
architecture. Mapping involves assigning application functions to processing elements in architecture
instances that can execute these functions. It also involves mapping the communication that takes
place in applications onto communication structures in architecture instances.

We consider applications that have real-time requirements. When we map these applications onto
an architecture instance, we can look at mapping “in the small” and “in the large”. In mapping in
the large, we condition an architecture instance such that it executes applications under real-time
constraints and we also ensure that the applications do not deadlock. In mappingiimatheve
only condition the architecture such that it executes applications. In this case, there is no guarantee
whatsoever that real-time constraints are satisfied or that an application will not deadlock. Mapping
in the small is already a difficult problem and it is the problem that we address when we talk about
“mapping”. Thus henceforth we mean “mapping in the small” when we say mapping

We discuss the basic idea that we used to make the mapping of applications as simple as possible,
i.e., that applications and architecture do — somehow — naturally fit. When mapping is simple to
realize, designers will experiment more with trying out different routing programs and will be able to
develop a mapping strategy concurrently with the architecture template.

Mapping Applications onto Architecture Instances

We assume that a natural fit exists if the model of computation used to specify applications matches
the model of architecture used to specify architectures and if the data types used in the models are
similar. This idea is shown in Figure 3.6. We first explain what a model of computation and model of
architecture are and then we show how this idea results in a mapping approach.

Architecture Application

Data Type
Model of Computation

Model of Architecture

Figure 3.6 . A smooth mapping from an application to an architecture only takes place if the
model of computation matches with the model of architecture and when a similar kind of
data type is used in both models.

2Mapping is sometimes also referred tocasnpilation
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Model of Computation

Applications are specified using some kind of formalism that has an underlying model of computation.
We define a model of computation, inspired by [Lee and et al., 1994], as

Definition 3.4. MODEL OF COMPUTATION
A Model of Computatiors a formal representation of the operational semantics of networks of
functional blocks describing computations. O

So, the operation semantics of a model of computation governs how the functional blocks interact
with one another realizing computations. Many different models of computation already exist that
have specific properties. Different models have proven to be very effective in describing applica-
tions in various application domains [Chang et al., 1997]. Some examples of well-known models of
computation ar®ataflow ModelsProcess Modelg=inite State modeJsandimperative Models

The dataflow model of computation and some forms of process models are well suited to describ-
ing digital signal processing applications [Chang et al., 1997]. Therefore, we restrict ourselves in this
thesis to the use of these models. We discuss dataflow models and process models in more detail in
Chapter 6.

Model of Architecture
In analogy with a model of computation, we define the concept of model of architecture as

Definition 3.5. MODEL OF ARCHITECTURE
A Model of Architecturdés a formal representation of the operational semantics of networks of
functional blocks describing architectures. O

In this case, the functional blocks describe the behavior of architectural elements and the oper-
ational semantics of a model of architecture governs how these functional blocks interact with one
another. We described the model of architecture of stream-based dataflow architectures having par-
ticular properties: these architecture are programmable and exploit parallelism and streams to satisfy
tough real-time constraints, computation requirements, and bandwidth requirements.

To describe the functional blocks, e.g. the basic elements of the stream-based dataflow architec-
tures as well as their operational semantics, we develop a modeling approach in Chapter 4 based on a
high-level performance modeling approach. In Chapter 5, we use this modeling approach to describe
instances of stream-based dataflow architectures.

Data Types

In both applications and architectures, data that is exchanged is organized in a particular way and has
particular properties. These properties are describeddatatype Examples of simple data types
are integers, floats, or reals. More complex data types are streams of integers or matrices.

To realize a smooth mapping, the types used in the applications should match with the types used
in the architecture. If architectures use only streams of integers, the applications should also use
only streams of integers. Suppose an application uses only matrices whereas an architecture instance
on which we want to map the application uses only streams. Because the types do not match, we
can already say that we cannot map the application directly onto the architecture instance. We first
have to express the matrices in terms of streams of integers. A stream of integers, however, has very
different properties from a matrix (e.g. a matrix is randomly accessible), having a profound influence
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on how the application should execute on the architecture (we look at this issues in more detail in
Chapter 6). Therefore, to obtain a smooth mapping of applications onto architectures the data in both
the applications and the architecture shouldexssctlythe same kind of data types.

This does not imply that applications cannot be specified using other data types than the ones used
in particular architectures. To realize a smooth mapping, however, a designer has to specify explicitly
how the data types used in the application are transformed into data types used in the application.
Thus, if an architecture uses only streams and an application uses matrices, a designer has to express
explicitly how to transform these matrices into a stream of integers. We remark here that such a trans-
formation can seriously affect in a negative way the performance of the application on an architecture
instance.

Natural Fit

Given an application that is described using a model of computation and an architecture instance
that is described using a model of architecture, when we say the applicatioatfitglly onto the
architecture instance, we mean that:

1. The architecture instance provides at least primitives similar to those used in the application.
For example, the functions used in the application should also be found in the architecture
instance.

2. The operational semantics of the architecture instance at least matches the operational semantics
of the application. For example, when functional elements implement functions operating on
streams in a data-driven manner, then the functions in the application should behave in exactly
the same way.

3. The data types used in the application should match the data types used in the architecture
instance. For example, when an architecture instance transports only streams of samples, an
application should also use only streams of samples.

For applications that need to be mapped onto instances of the stream-based dataflow architectures,
this natural fit has as a consequence that functions used in the applications map to functions imple-
mented by functional elements and that the edges representing communication map to combinations
of input and output buffers, routers, and the communication structure. The last consequence of a nat-
ural fit is that applications operate on streams in a data-driven manner because stream-based dataflow
architectures only operate on streams in a data-driven manner.

Mapping Approach

The mapping approach we use in this thesis is to have a model of computation and a model of ar-
chitecture that fit naturally as illustrated in Figure 3.6. A consequence of this mapping approach is
that we have to introduce a new model of computation, which we call the Stream-Based Functions
Model (SBF). We will present this model in Chapter 6. This model of computation matches the way
functional elements operate within the model of architecture of stream-based dataflow architectures.
We demonstrate the mapping approach in detail in Chapter 7.
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3.4 Development of a Y-chart Environment

So far, we have only given a rough sketch of the generic Y-chart approach. We now focus on the de-
velopment of one particular Y-chart environment for stream-based dataflow architectures as discussed
in Chapter 2. We will develop the Y-chart approach shown in Figure 3.7 ah#dtium levebf detail

(as shown in Figure 3.4).

(Chapter 7)
Applications
SBF-model

Mapping

Arch. Model
(Pamela/C++)

(Chapter 5)

(Chapter 6)

Retargetable
Simulator (ORAS)

(Chapter 7)

(Chapter 4)
Performance Design Space Exploration
Numbers (Chapter 8)

Figure 3.7 . The Y-chart environment as we will build it in this thesis. The six main compo-
nents (including the design space exploration) of the Y-chart environment are labeled with
the number of the chapter containing the detailed discussion of the components.

The Y-chart environment uses simulation for the performance evaluation. We use simulation be-
cause itis the only technique available that handles dynamics involved in applications and architecture
instances. We come back to this important point in Chapter 4.

The presentation of the Y-chart environment for the class of stream-based dataflow architectures
is as follows:

Chapter 4: Performance Analysis & Performance Numbersin this chapter, we explain what per-
formance analysis entails and we look into the aspects that determine the performance of archi-
tectures. This chapter lays the foundation for performance modeling at a high level of abstrac-
tion, which is described in the chapters that follow.

Chapter 5: Architecture Modeling In this chapter, we look at how we can model the architectural
elements of stream-based dataflow architectures using the building blocks discussed in Chap-
ter 4. We discuss the description of the architecture template of the stream-based dataflow ar-
chitectures using composition rules. We also discuss in this chapter how stream-based dataflow
architectures are programmed to execute a particular application.

Chapter 6: Application Modeling In this chapter, we discuss how we should model applications
that operate on streams. We propose a new model of computation, 8akedh-based Func-
tions (SBF), with which to describe these applications. This model combines Kahn Process
Networks [Kahn, 1974] with a specialization of the Applicative State Transition (AST) Model
as proposed by Backus [1978]. This specialization is inspired by the AST model proposed
by Annevelink [1988]. The SBF model is well suited for describing digital signal process-
ing applications at different levels of granularity, ranging from fine-grained to coarse-grained.
We also explain in this chapter how we implement this model of computation using C++ and
multithreading, resulting in the simulator SBFsim.
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Chapter 7: Retargetable Simulator & Mapping In this chapter, we combine the concepts presented
in the previous chapters together to construc@bgect oriented Retargetable Architecture Sim-
ulator (ORAS). We obtain the performance numbers of the architecture instance and we show
that the SBF model matches the functional elements of the stream-based dataflow architecture.

Chapter 8: Design Space Explorationin this chapter, we explain how we have embedded the Y-
chart environment in a design management system chiésis[ten Bosch et al., 1991]. The
resulting design space exploration environment automatically constructs and systematically
evaluates architecture instances, leading to the exploration of the design space of stream-based
dataflow architectures.

Chapter 9: Two Design Casesln this chapter, we look at how we can use the Y-chart environment
in two design cases for different application domains.

3.5 Related Work

Programmable architectures have already been being developed for decades in the domain of general-
purpose processor (GPP) design. In this domain, designers from Silicon Graphics, DEC, and Intel
— to name a few — develop complex architectures cadlisttuction-set processors microproces-

sors These processors execute a word-processor application as easily as a spreadsheet application
or even simulate some complex physical phenomenon. Therefore, designers working in this domain
know what programmability implies in terms of (complex) trade-offs between hardware, software,
and compilers.

A benchmark method is used in the design of general-purpose processors that can be cast into a
particular Y-chart environment. In this section, we first show that the design of GPPs fits into our
Y-chart approach. This is followed by a discussion on related work on programmable application-
specific architectures.

3.5.1 Design of General-Purpose Processors

In the beginning of the 1980s, revolutionary GPPs emerged that were called RISC microproces-
sors [Patterson, 1985]. These processors were developed in a revolutionary way; namely, designers
used extensive quantitative analysis of a suitdefchmarkswhich is a set of applications. As a

result, these architectures were smaller, faster, cheaper and easier to program than conventional archi-
tectures of that time. With the advent of the RISC microprocessors, the design of GPPs in general
began to swing away from focusing purely on hardware design. Designers started to focus more on
the quantitative analysis of difficulties encountered in architecture, mapping (or compiling), and the
way benchmarks are written. Currently this quantitative approach is the de-facto development tech-
nique for the design of general-purpose processors [Bose and Conte, 1998] (An excellent book on the
guantitative design approach of RISC based processors is “Computer Architectures: A Quantitative
Approach” by Hennessy and Patterson [1996]).

We can cast the general-purpose processor architectures design approach in terms of our Y-chart
approach as presented in this chapter. For example, Hennessy and Heinrich [1996] developed the
MIPS R4000 microprocessor using the Y-chart depicted in Figure 3.8. The benchmarks are specified
in the C programming language. These benchmarks are known as the SPECmark programs [SPEC-
marks, 1989]. Using a C-compiler, tuned especially to reflect the R4000 architecture, and a special
architecture simulator callelixie, they evaluated the performance of the R4000. The performance
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numbers produced by Pixie were interpreted usingRtixstatprogram. The dashed box represents
the fact that the architecture in the Y-chart of Figure 3.8 is not specified as a separate entity, but that it
is hard coded into the GNU GCC compiler and architecture simulator Pixie.

! MIPS R4000 ‘r\: S ] SPECmarks lll

N o GNU GCC

Pixie

Pixstat

Figure 3.8. The Y-chart used in the construction of the MIPS R4000.

According to Hennessy and Heinrich, the design space of the MIPS R4000 is extremely large
and evaluating alternatives is costly for three reasons: construction of accurate performance models,
long simulation runs, and tuning of the compiler to include architectural changes. Therefore, different
trade-offs were considered between the effort required for modeling, evaluation speed and accuracy
during the design trajectory. As a result, Hennessy and Heinrich used four different simulators at
increasing levels of detail in the design of the MIPS R4000, as shown in Table 3.1. One can clearly
see that the simulation speed drops dramatically as more detail is added. Hennessy and Heinrich
consider the top two levels of simulation to be the most critical levels in the design of processors,
because they allowed them to explore a large part of the design space of the MIPS R4000, which
helped them to make the best trade-offs.

| Simulator || Level of Accuracy | Sim. Speed |
Pixie Instruction Set > 10° cycles/sec
Sable System Level > 102 cycles/sed
RTL (C-code)| Synchronous Register Transfer- 10 cycles/sec
Gate Gate/Switch < 1 cycles/sec

Table 3.1. Different Levels of Simulation used in the MIPS R4000 design.

The benchmark approach leads to highly tuned architectures. By changing the suite of benchmark
programs, an architecture can be made very general or the opposite, very specific. If the benchmark
suite contains very different programs like a word processor application, a spreadsheet application
and a compiler application, an architecture results that is optimized for a broad range of applications.
Such a benchmark suite was used, for example, in the design of the R4000 by Hennessy and Hein-
rich. If the benchmark suite contains only video applications, a more dedicated processor architecture
results that is optimized for video applications. We show next three processor designs in which the
selection of benchmarks results in more application-specific processor architectures. Furthermore,
the three designs show how the Y-chart approach fits into the design approach used to construct these
processors.

Camposano and Wilberg [1996] used the approach for designing application-specific VLIW (Very
Long Instruction Word) architectures for low-speed video algorithms like JPEG, H.262 and MPEGL1.



58 3.5 Related Work

Camposano and Wilberg use a Y-chart, as shown in Figure 3.9(a). The video applications written in
C are compiled into generic RISC-instructions using the GCC/MOVE developed by Corporaal and
Mulder [1991]. They annotated the RISC instructions to describe the correct behavior of the VLIW
instance under design, resulting in new C-code. They compiled this C-code again using a standard
C-compiler into an executable. When executed, the executable generated performance numbers de-
scribing the performance of a VLIW instance. In this project, Camposano and Wilberg used two levels
of simulators, i.e., the compiled simulator and a VHDL simulator.

Sijstermans et al. [1998] used the quantitative approach for the design dtitedia pro-
grammable multi-media processor TM1000 [Rathnam and Slavenburg, 1996]. They used a Y-chart,
as shown in Figure 3.9(b). They compiled a set of applications that were written in C into object-
code, using a commercial compiler framework. The architecture simulagimcan simulate this
object-code clock-cycle accurately. Both the compiler and the simulatoetmeetablefor a class
of TriMedia architectures that they describe using a Machine Description File (MDF).

Zivojnovit et al. [1996] used the quantitative approach for DSP processors. They used a Y-chart,
as shown in Figure 3.9(c). As a benchmark, they used a special set of C functions called DSP-
stone Pivojnovi¢ et al., 1994]. They mapped the benchmarks onto the retargetable simulator called
SuperSinusing a retargetable version of the GNU GCC-compiler. They described a class of DSP-
architectures using the special langua¢eA

Video
Appu@ﬂﬂ { MDF

Apphcanonsﬂﬂ { LISA DSPstone III

C++ Sim.
Objects

Comm. Compiler
Framework

/

GNU GCC

Performance
Numbers

(@) Camposano and Wilberg (b) Sijstermans et al. [1998] (c) Zivojnovic et al. [1996]
[1996]

Executable

Performance
Numbers

Performance
Numbers

Figure 3.9 . Y-chart environments used in various design projects.

The cases presented use architecture simulators developed at different levels of detail with differ-
ent accuracy and execution speed. To quantify these differences, we investigated different architecture
simulators for microprocessors. As given in Table 3.2, we found the average number of instructions
per second to be 200,000 for arstruction sesimulator of a MIPS R3000 [Larus, 1994], 40,000 for
a clock-cycle accuratsimulator of a TriMedia [Sijstermans et al., 1998] and 500 folRan. accu-
rate simulator of the DLX microprocessor in VHDL [Hennessy and Patterson, 1996]. The simulation
speed numbers found compare with the simulation speed numbers reported by Hennessy and Heinrich
in Table 3.1.

To put these simulation speeds into perspective, we assume that we want to simulate one video
frame of 720576 pixels by a simple video algorithm of 300 RISC-like instructions per pixel. The
execution of the algorithm requires respectively 10 minutes, 54 minutes and more than a whole day.
The numbers found emphasize again the need for different levels of simulators, because speed is a
critical characteristic in the context of design space exploration in a Y-chart environment.

In the cases presented, designers make refinements to well-known architectures commonly re-
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Simulator| Architecture| Language| Accuracy | Sim. Speed 1 Video
Instr./sec| Frame

SPIM MIPS 3000 | C instruction 200.000{ 10 min.
tmsim TriMedia C clock cycle 40.000( 54 min.
DLX DLX VHDL RTL 500 | 1.2 days

Table 3.2. Different Levels of Architecture Simulators.

ferred to adoad-store architecturesGood detailed models exist for these architectures. Good com-
piler frameworks like GNU GCC [Stallman, 1988] and SUIF [Wilson et al., 1994] also exist for them.
Consequently, designers of microprocessors can use applications written in the C-language; for ex-
ample, the SPECmarks, JPEG, and MPEG [Rao and Hwang, 1997] as well as GSM and many other
applications. To map these applications, designers can resort to tuning compiler frameworks to in-
clude architectural changes. The model of computation underlying the C-language fits naturally with
the model of architecture of load-store architectures.

3.5.2 Design of Application-Specific Architectures

Within the domain of programmable application-specific architectures, the Y-chart approach is a new
approach. In the design of emerging programmable architectures, quantifying architectural choices in
architectures is by no means current practice. By casting GPP design projects into particular Y-chart
environments, we showed that the use of the Y-chart approach is common practice in GPP designs. In
that respect, the design of programmable application-specific architectures is moving in the direction
of GPP design. Nevertheless, making the Y-chart approach available in the design of programmable
application-specific architectures differs significantly from designing GPP architectures, for the fol-
lowing four reasons:

1. No well-defined architecture models exist for the emerging programmable application-specific
architectures.

2. There does not exist a de-facto language with which to describe the high-performance digital
signal processing applications naturally.

3. Because a de-facto standard is lacking, no large collection of benchmarks is quickly available.

4. Because a de-facto standard and well-established architecture models are lacking, no good and
open mapping (compiler) frameworks exist that can be tailored to suit new architectures.

To construct good feasible programmable architectures requires that the design space of these ar-
chitectures can be explored. Therefore Y-chart environments are needed at different levels of abstrac-
tion. In this thesis, we show that we can construct a Y-chart environment for stream-based dataflow
architectures. In the chapter to come, we show how to construct a Y-chart environment for stream-
based dataflow architecture at the cycle-accurate level of abstraction (medium level in Figure 3.4).
In doing so, we indicate how the architecture modeling takes place, as well as how this modeling
process is seriously affected by the mapping of applications and by the way the set of applications are
specified.
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3.6 Conclusions

The Y-chart approach is the main idea presented in this chapter. It is a methodology in which designers
use quantitative data providing them with a sound basis on which to make decisions and motivate
particular design choices. The realization of the Y-chart approach for a specific design project at a
particular level of detail leads to a Y-chart environment. Within such an environment, we can perform
a design space exploration by systematically changing design choices.

The Y-chart approach uses performance analysis to obtain quantitative data. There is an important
trade-off within performance analysis between the effort required for modeling, evaluation speed,
and accuracy, which wilustrated in the abstraction pyramid. As a consequence of this trade-off,
designers should use a stack of Y-chart environments, each at different levels of detail. Using this
stack, designers narrow down the design space of an architecture template in a stepwise fashion. By
the time both modeling an architecture instance and evaluating this model become expensive, the
design space is already reduced considerably and contains the interesting (feasible) designs.

The Y-chart approach takes into account the three core issues that play a role in finding good
programmable application-specific architectures. These are the architecture, the mapping, and the set
of applications. Therefore attention for mapping is required from the very beginning. We formulate
an approach that should result in a smooth mapping of an application onto architecture instances.

Bibliography

Jurgen AnnevelinkHiFi, A Design Method for Implementing Signal Processing Algorithms on VLSI
Processor ArraysPhD thesis, Delft University of Technology, 1988.

John Backus. Can programming be liberated from the von Neumann style? A functional style and its
algebra of programsCommunications of the ACN21(8):613 — 641, 1978.

Pradip Bose and Thomas M. Conte. Performance analysis and its impact on ¢EeEBComputer
31(5):41 - 49, 1998.

M.A. Breuer and A.D. FriedmarDiagnosis & Reliable Design of Digital Systen@omputer Science
Press, Woodland Hill, California, 1976.

R. Camposano and J. Wilberg. Embedded system deBiggign Automation for Embedded Systems
1(1):5-50, 1996.

Wan-Teh Chang, Soonhoi Ha, and Edward A. Lee. Heterogeneous simulation - mixing discrete-event
models with dataflow\/LSI Signal Processing.5(1/2):127 — 144, 1997.

H. Corporaal and H. Mulder. Move: A framework for high-performance processor desigProin
ceedings of Supercomputiqgpges 692 — 701, Albuquerque, 1991.

D. Gajski. Silicon Compilers Addison-Wesley, 1987.

John Hennessy and Mark Heinrich. Hardware/software codesign of processors: Concepts and ex-
amples. In Giovanni De Micheli and Mariagiovanna Sami, editdesdware/Software Codesign
volume 310 ofSeries E: Applied Sciencgsages 29 — 44. NATO ASI Series, 1996.

John L. Hennessy and David A. PattersGomputer Architectures: A Quantitative Approadforgan
Kaufmann Publishers, Inc., second edition, 1996.



BIBLIOGRAPHY 61

Gilles Kahn. The semantics of a simple language for parallel programmingrolo of the IFIP
Congress 74North-Holland Publishing Co., 1974.

B. Kienhuis, E. Deprettere, K.A. Vissers, and P. van der Wolf. An approach for quantitative analysis of
application-specific dataflow architectures Piroceedings of 11th Int. Conference of Applications-
specific Systems, Architectures and Processors (ASARIGg@gs 338 — 349, Zurich, Switzerland,
1997.

Bart Kienhuis, Ed Deprettere, Kees Vissers, and Pieter van der Wolf. The construction of a retargetable
simulator for an architecture template. Pnoceedings of 6th Int. Workshop on Hardware/Software
CodesignSeattle, Washington, 1998.

James Larus. SPIM, a MIPS r2000/3000 simulator. Available from the University of Wisconsin, 1994.
Stephen S. Lavenber@omputer Performance Modeling Handbodicadamic Press, 1983.

Edward A. Lee and et al. An overview of the Ptolemy project. Technical report, University of
California at Berkeley, 1994.

D.A. Patterson. Reduced instruction set comput€émnm. ACM28(1):8 — 21, 1985.

R.K. Rao and J.J. Hwandlechniques and Standards for Image, Video and Audio Codrngntice
Hall, 1997.

S. Rathnam and G. Slavenburg. An architectural overview of the programmable multimedia processor
tm1. InProc. CompconlEEE CS press, 1996.

Mark A. Richards. The rapid prototyping of application specific signal processors (RASSP) program:
Overview and status. Ibth International Workshop on Rapid System Prototypiages 1-6. IEEE
Computer Society Press, 1994.

F Sijstermans, E.J. Pol, B. Riemens, K Vissers, S. Rathnam, and G. Slavenburg. Design space explo-
ration for future trimedia CPUs. IlCASSP’981998.

SPECmarks. Spec benchmark suite release 1.0, 1989.
R.M. Stallman.Using and Porting GNU CCFree Software Foundation, Cambridge, MA, 1988.

K.O. ten Bosch, P. Bingley, and P. van der Wolf. Design flow management in the NELSIS CAD frame-
work. In Proc. 28th ACM/IEEE Design Automation Conferengages 711-716, San Francisco,
1991.

E.G. Ulrich. Exclusive simulation of activity in digital network€ommunications of the ACM.2
(2):102 -110, 1969.

Arjan. J.C. van Gemund Performance Modeling of Parallel System®hD thesis, Laboratory of
Computer Architecture and Digital Techniques, Delft University of Technology, 1996.

V. Zivojnovi€, J. Martinez, C. Schljer, and H. Meyr. DSPstone: A DSP-oriented benchmarking
methodology. IrProceedings of ICSPAT 9Dallas, 1994.

\Vojin Zivojnovi¢, Stefan Pees, Christian Sabkr, Markus Willems, Rainer Schoenen, and Heinrich
Meyr. DSP Processor/Compiler Co-Design: A Quantitative ApproacPRrég. ISSS1996.



62 BIBLIOGRAPHY

R. Wilson, R. French, C. Wilson, S. Amarasinghe, J. Anderson, S. Tjiang, S.-W. Liao, C.-W. Tseng,
Hall M., Lam M., and J. Hennessy. SUIF: A parallelizing and optimizing research compiler. Tech-
nical report, Stanford University, 1994. CSL-TR-94-620.



Arch. Model Applications ll
(Pamela/C++) SBF-Model

Mapping

Retargetable
Simulator (ORAS)

Chapter 4

Performance Analysis =3

Contents
4.1 Performance Analysis . . . . . . . . 64
411 ASYyStem . . . .. 64
4.1.2 Performance Modeling . . . . . . .. ... . 65
4.1.3 Performance Evaluation . .. ... ... ... ... ... ... ... ... 65
414 ACCUIACY . . . . . o i e e 66
415 Trade-off . . . . . . ... 66
4.2 The PAMELAMethod . . ... .. ... .. . . . . ... . . 66
421 ASimpleSystem . . . . ... 67
4.2.2 PAMELA ModelingTechnique . . . ... .. ... ... ... . ..... 67
4.2.3 PAMELA Evaluation Technique . . . . . . .. ... ... .. ... .... 73
4.3 Objectives in Using the PAMELA Method . . . . . . ... ... .. ....... 76
4.4 An Object Oriented Modeling Approach using PAMELA . . . . . . ... ... 77
441 TheObject . . . . . . . . e 78
4.4.2 Modeling a System as a Network of Objects . . . . . ... ... ...... 79
4.4.3 Describing the Structure of an ObjectinC++ . . . . . .. ... ... ... 80
4.4.4 Describing the Behavior of an Object Using PAMELA . . . . . . ... .. 81
445 BuildingBlocks . . .. ... 84
4.5 Simulating Performance Models withthe RTL . . . . . . ... .. ... .... 85
46 RelatedWork . . . . . . 87
47 Conclusions. . . . . . . 88

ERFORMANCE analysis is at the heart of the Y-chart approach. The Y-chart approach uses

performance analysis to render performance numbers with which design choices can be quanti-
fied. The purpose of this chapter is to present the basic elements required for performance analysis,
thus laying the foundation for the work described in succeeding chapters. These elements are used in
succeeding chapters to further develop the Y-chart for stream-based dataflow architectures.

In Section 4.1, we explain the two steps involved in performance analysis: construction of a
performance model and the evaluation of this model to obtain performance numbers. Section 4.2
presents a particular performance analysis method called the PAMELA method. Using an example of
a simple system, we show how to use the PAMELA method to construct and simulate a performance
model to obtain the desired performance numbers. The objective of the original PAMELA method
differs from our objective with the Y-chart approach, as we will explain in Section 4.3. To make the
PAMELA method more suitable for our purpose, we will modify it such that it becomes an object

63
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oriented modeling approach consisting of two parts, a structure part and a behavior part, as we will
explain in Section 4.4. The object oriented modeling approach leads us to the development of building
blocks. Using these, we can construct a performance model of a system very effectively. To simulate
a performance model, we use a process scheduler which is part of PAMELA's RTL. In Section 4.5, we
explain how this process scheduler simulates a performance model and how the PAMELA primitives
interact with the RTL process scheduler. Performance analysis is a vast and rich field of research,
mainly because performance analysis always involves modeling, evaluation, and accuracy. Different
trade-offs among these three issues exist, with each leading to a different means of doing performance
analysis. In Section 4.6, we look at related work on performance analysis.

4.1 Performance Analysis

The problem we consider in this chapter is how in general to determine the performance of a system
for particular performance metrics like parallelism, utilization, and throughput.

411 ASystem

A systemis a collection ofresourceghat process a workload, wherebynarkloadis a collection

of tasks A system can be, for example, a chain of machines that process material according to a
manufacturing protocol. These machines define the resources that process material which defines the
workload of the machines. The machines process the material as specified by the manufacturing pro-
tocol. A stream-based dataflow architecture together with its set of applications is also a system. The
architecture describes resources like functional elements, routers, and the communication structure.
These resources process the applications that define the workloads. The resources of the architec-
ture process these workloads according to the routing programs that are down-loaded onto the global
controller.

The process to determine the performance of a system is what wperfdrmance analysis
Performance analysis involves two steps: the first step is to make a performance model of a system
and the second step is to evaluate this performance model to obtain performance numbers for particular
performance metrics. The transformation from a system to a performance model ipeafthance
modelingand the evaluation of this performance model is cgledormance evaluatiorA schematic
representing the steps involved in performance analysis is given in Figure 4.1.

Performance
System Evaluation
Workload ‘
[V V|| —pm Performance |___ g, | Performance
T ‘ Model Numbers
Performance
Modeling

Figure 4.1 . Performance analysis of a system.
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4.1.2 Performance Modeling

In the performance-modeling step, we construpesformance moddhat is an abstraction of the

real system it represents. This model captures only those aspects of the real system that determine
the performance of that system. To be able to model a system, we need to know what determines its
performance. As argued by van Gemund [1996], only four aspects determine the performamge of
system. These four aspects define the four components of what we call the performance modeling
basis.

Definition 4.1. PERFORMANCE MODELING BASIS

ThePerformance Modeling Bas{®MB) consists of the four different components that determine
the performance of a system, namebndition synchronizatigmutual exclusiorexecution timend
conditional control flow O

These components are as follows:

Condition Synchronization (CS): relates to data dependencies between tasks or to limited resources.

Mutual Exclusion (ME): relates to the fact that two or more tasks cannot operate overlapped in time
or that a resource cannot be used by more than one task at a time.

Execution Time (ET): relates to how long a task takes to execute or how long a resource is used.

Conditional Control Flow (CCF): relates to conditional selections at run-time between either tasks
Oor resources.

Performance modeling thus means that we model a system by describing it in terms of the four
components of the PMB. The first two aspects, condition synchronization and mutual exclusion, relate
to synchronization between resources or tasks [Andrews and Schneider, 1983]. The other two aspects,
execution time and conditional control flow, relate to the behavior of a single task or resource.

In the abstraction pyramid in Figure 3.3, we showed that performance modeling can happen at
different levels of abstraction. When the four components of the PMB are described in less detail, the
description becomes more abstract (i.e. higher in the pyramid), and when they are described in more
detail, a description is less abstract (i.e. lower in the pyramid). In Chapter 5, we show how the four
components of the PMB can describe architecture instances of the stream-based dataflow architecture.

4.1.3 Performance Evaluation

The performance evaluation step evaluates a performance model to obtain performance numbers for
specific performance metrics. Examples of performance metrics are the total time required by a system
to process a workload, the level of parallelism achieved in a system, the utilization of resources, and
the amount of data exchanged between tasks.

A performance model can be evaluated in many ways. It can be done in a symbolic way (after
transforming the performance model to a time-domain representation) or via simulation. The back-of-
the-envelope and estimations models presented in the abstraction pyramid are evaluated in a symbolic
way. The abstract executable models, the cycle-accurate models and synthesizable models are evalu-
ated using simulation.
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4.1.4 Accuracy

In the end, performance analysis yields performance numbers of a cactairacy If the derived

value for a particular performance metric is equaltovhereas the real performance of a system is
equal toT’, we say that the accuracy increases if the difference betWemmd 7’ becomes smaller.

Thus, a higher accuracy indicates that the obtained performance numbers are closer to the real perfor-
mance numbers. However, accuracy comes at a certain price. More accurate performance numbers
are obtained at the expense of having to model a system in more detail and, typically, in having to
evaluate it longer.

415 Trade-off

Performance analysis involves three issues: performance modeling, performance evaluation, and the
accuracy of the obtained results. A trade-off must be found between these three aspects, as we already
illustrated when discussing the abstraction pyramid in Figure 3.3.

The level of detail at which we model a system in the performance modeling step influences the
accuracy, as does the kind of evaluation technique used in the performance evaluation step. Nonethe-
less, the accuracy of the modeling step and evaluation step cannot be considered separately. The level
of detail at which we describe a performance model influences the level of accuracy obtainable in the
evaluation step.

4.2 The PAMELA Method

In this thesis, we make use of a high-level performance analysis method to analyze the performance
of architecture instances of stream-based dataflow architectures. This method is called the PAMELA
method and was developed by van Gemund [1996] at Delft University of Technology.

The PAMELA method (PerformAnce ModEling LAnuage) includes the two techniques required
to do performance analysis. It contains a technique for performance modeling and it contains a tech-
nique for performance evaluation of a performance model. The modeling technique provides a simple
language in which to express performance models that can be evaluated either analytically or via
simulation. We will consider in this thesis only the simulation technique.

We present the PAMELA method on the basis of an example of a simple system. Using this
example, we explain how to create a performance model for this system using the PAMELA modeling
technigue. Next, we evaluate this model using simulation and show how we can obtain performance
numbers. While working through the example, the main principles of the PAMELA method are
explained.

We first explain what the PAMELA performance modeling technique encompasses and introduce
a few simple primitives. These primitives allow us to describe a system using the four components of
the PMB. Using these primitives and a pseudo-C language, we show how to construct a performance
model for a simple system. After the modeling step, we evaluate the performance mode of the system
through simulation. Based on the results of the simulation, we show how we can acquire performance
numbers for specific performance metrics like total execution time, utilization, and parallelism. For a
more in-depth discussion on the PAMELA method we refer to the work of van Gemund [1996].
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4.2.1 A Simple System

To illustrate the PAMELA method, we model and evaluate the system given in Figure 4.2. This
simple system is composed of two resources and a workload that is describéaiygaaph which

is a collection of interconnected tasks. Each node in the task graph performs a particular task (i.e.,
taskA to taskH). The directed, solid lines (or edges) between the tasks repreaentependencies

that govern the order in which tasks have to execute. The dashed lines indicate the resource a task
must possess in order to execute.

The two resources of the system aesourcel andresource2. TasksA, G, andH require
resourcel to execute and tasli&C,D,E andF requireresource?2 to execute. A task does not have
exclusive access to a resource, but has to share the resource with other tasks. The execution of a task
takes a certain amount of time, as given between brackets in each node. For exampetatask
three time units to execute and taSkequires one time unit to execute. It also means that Agask
keepsresourcel in its possession for three time units and teskeepsresource? in its possession
for one time unit.

Process

/”’"“*\\\ resource2

resourcel
& a
- B(Y) \
@@ |

\ s

Data Dependency
\? /

Figure 4.2 . A simple system, composed of two resources (resourcel and resource2) and
a workload described by a collection of tasks (A to H). The directed lines represent data
dependencies governing the order in which tasks execute. The dashed lines indicate the
resource a task must possess in order to execute.

4.2.2 PAMELA Modeling Technique

The PAMELA modeling technique providedanguageto describe performance models of a system
like the one given in Figure 4.2. The language is composed of three primitives: processes, semaphores
and delays.

A processexecutes a sequence of statements composed of imperative language constructs like
the conditional statemenisandwhile, variables, and functions. 8emaphores a mechanism for
enforcing process synchronization [Dijkstra, 1968]. Finalldedayindicates how much progress a
process makes in time, expressed as integer valusgsresentingime units

!In the original PAMELA language, the delay is a real value. However, we confine the delay value to be an integer value
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A semaphore is a primitive that has an integer value. Processes manipulate this value uBing the
andV operatorg. TheP operator decrements the value whereasttmperator increments the value
of a semaphore. When this value becomes zero usihggzerator, the semaphore causes the process
executing theP operator to block. Ablocked processtops executing its sequence of statements.
A process remains blocked until another process executeg thgerator, giving the semaphore a
nonzero value. This lifts the blocking condition and the blocked process can continue its sequence of
statements.

Processes make progress autonomously in time usirdgtag operator and we refer to processes
asactiveprimitives. Processes are hindered in their autonomous progress by semaphores. We refer to
semaphores gsssiveprimitives.

Modeling a System Using the PAMELA Modeling Technique

Using the primitives of the PAMELA language, we now describe the system given in Figure 4.2. We
do not use the original PAMELA; instead we uspseudo danguage combined with the PAMELA
primitives. In the system, we only describe t&kand resources and dependencies related to this task.
After we have indicated how to describe a complete performance model, we explain how the three
PAMELA primitives describe the four components of the PMB, as required to make a performance
model of a system.

Use of Symbols We describe programs in a pseudo C language. Those familiar with the C program-
ming language should have no difficulties in understanding the code. The program sections we present
in this chapter and succeeding chapters contain only the minimal statements necessary to represent a
particular section of program. Initialization and declarations of variables are usually not presented. In
referencing elements of programs, we use the following convention. Variables or functions to which
we refer in a program are written asandread , representing a variable and a function, respectively.

Both special operators liké or P and special program statements that we will introduce in this chap-

ter are written using the bold face font. Finally, when we refer to names in figures, we write these
names a#\, for example, oresourcel.

Modeling Approaches A system consists of resources and tasks. However, the PAMELA language
provides processes, the active primitives and semaphores, and the passive primitives. This leads to two
possible modeling approaches [Kreutzer, 1986]: material-oriented modeling and machine-oriented
modeling. In theMaterial-oriented Modelingpproach, the tasks of a workload are modeled mainly
using active primitives. In th&lachine-oriented Modelingpproach, resources are mainly modeled
using active primitives. Which approach we should use very much depends on what we want to
achieve with the constructed model. We come back to this important issue in Section 4.3, where we
motivate why we want to adapt the original PAMELA method to make it more appropriate for our
purpose.

For the moment, we model the system given in Figure 4.2 using the material-oriented modeling
approach. We thus model each task as a process. We use semaphores to model data dependencies and
resources. The delay primitive is used to indicate how long it takes to execute a task.

because we express delays in terms of number of cycles, and these are always represented as integer values (to be explained
further in Chapter 5).

2pis the first letter of the Dutch word “passeren,” which means “to pa#ss;the first letter of “vrijgeven,” the Dutch
word for “to release” [Dijkstra, 1981].
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Modeling Data Dependencies and ResourcesResources and data dependencies are modeled us-
ing semaphores in the material-oriented modeling approach. When we look & tagk need to

model its data dependencies with t&$ktaskF, and taskC. We also have to model the relationship

with resourcel. These three data dependencies and the resource are described as semaphores in
Program 4.1.

Program 4.1. MODELING DATA DEPENDENCIES ANDRESOURCES

/* Data Dependencies */

semaphore dependency_CG O;
semaphore dependency_FG O0;
semaphore dependency_GH O;

/* Resources */
semaphore resourcel 1;

In Program 4.1, we first show the three semaphores describing the data dependencie&of task
with tasksC, F, andH. The value of each semaphore idislized to zero. As a consequence, when a
process uses thiieoperator on one of these semaphores, it will block. Suppose the process describing
taskG executes th® operator on semaphodependency -CG As explained, the process will block.

It remains blocked until the process describing taskcrements the semaphore usingYheperator.
This causes the value of semaphdependency _CGto become nonzero. Using the semaphore, task
C will always execute before tagk, and the semaphore thus implements a data dependency.

After describing the semaphores implementing the data dependencies, we show the semaphore
implementingresourcel. This semaphoressourcel is initialized, in contrast to the data depen-
dencies, to a nonzero value, and in particular, to the value of one. As such, a process using the
P operator on this semaphore will not block. However, the next process usirfg tinethe same
semaphore will block because the semaphore has acquired a zero value. As a consequence, only one
process can have exclusive accesesourcel. When the first process uses Weperator, giving the
semaphore a nonzero value, it releases the resource so that the blocked process can obtain exclusive
access to the resource.

Modeling a Task TaskG in the system of Figure 4.2 has a data dependency withGaakd task
F. Consequently, Tasts can only execute after both dependencies with Gskd task- have been
satisfied, i.e., after these tasks have already executed. Befor€ tasicutes, it first needs to have
resourcel in its possession. After this is the case, then f@séxecutes, taking 2 time units. This
is followed by releasing the resource and indicating to testhat it is allowed to execute. This
sequence of events as explained so far is modeled — like any other task — using a process.Gsor task
this process description is given in Program 4.2. It describes a sequence of statements enclosed by the
word processand curly brackets. The statements between the curly brackets are executed one after
the other. When the sequence comes to the end, i.e., at the last closing curly brackets, the sequence
starts all over again with the first statement after the waymtessand the opening curly bracket.

In the process description in Program 4.2, we see that the sequence of statements consists of only
P, V anddelay operators. When the process starts, it executeP thygerator on the semaphore that
implements the data dependency with t@skSince this semaphotependency _CGis initialized to
a value of zero, processblocks. It remains blocked until the process modeling @skxecutes a
V operator on semaphotdependency _CG After the dependency with tagkis satisfied, process
executes th® operator on semaphodependency _FG which models the data dependency with task
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F.

Program 4.2. MODELING OF TASK(G AS A PAMELA PROCESS

process G {
/* Check dependency with Process C and F */
P(dependency_CG);
P(dependency_FG);

/* Claim the resource */
P(resourcel);

/* The execution of a task takes 2 time units */
delay( 2 );

/* release the resource */
V(resourcel);

/* Satisfy dependency of Process H */
V(dependency GH);

After both dependencies have been satisfied, proGdsigs to take possession ofsourcel
by executing theé® operator on semaphoresourcel . If this resource is available, the process
continues. If not, the process blocks until the resource becomes available againGttaslacquired
the resource, other processes modeling faskd taskH that try to acquire the same resource will
block, giving proces$ exclusive access to the resource. When proGgssssesseesourcel, it
can execute in 2 time units, as modeled bydkky operator.

After processG takes two time units to execute, it releases the resource that it also held in its
possession for 2 time units, by executing Yheperator on semaphoresourcel . This is followed
by executing th&/ operator on semaphodependency _GHto indicate that the process modeling task
H can continue to execute.

Although we only showed tasi, we can completely describe the system of Figure 4.2. To do
this, we have to describe each task in the system in a similar way as done in Program 4.2 and each
data dependency and resource in a similar way as done in Program 4.1.

Performance Modeling Basis

The three PAMELA primitives are able to describe the four components of the PMB. We now describe
the component€ondition SynchronizatigMutual ExclusionandExecution TimeTo describe&Con-
ditional Control Flow we have to extend the process description as given forGaskProgram 4.2

to obtain a functional performance model.

Condition Synchronization Semaphores implement condition synchronization, the component which
relates to data dependencies between tasks or to limited resources. A semaphore describes a data
dependency by initializing the semaphore to zero; as long as the data dependency condition is
not satisfied, the semaphore remains zero and blocks a process execuBrgpérator on that
semaphore. When the data dependency condition is satisfied usigiterator, the blocked
process proceeds. The first three semaphores in Program 4.1 descritiexssgdchronization
due to data dependencies.

Mutual Exclusion Semaphores also implement mutual exclusion, the component which determines
that two or more tasks cannot operate overlapped in time or that a resource cannot be used by
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more than one task at a time. If a semaphore is initialized to the value of one, only one task
is allowed to access a resource at a time. The first task acquiring the resource by uging the
operator makes the semaphore zero, and all tasks trying to acquire the same resource will block.
The semaphoresourcel in Program 4.1 describes mutual exclusion of issourcel.

Task G in the system shown in Figure 4.2 requires ordgourcel in order to execute. In
general, a task could require possessiamoltiple resources order to execute. This multiple
resource possession is modeled correcthiPlaydV operators.

Execution Time The delay primitive models the execution time, the component which determines
how long a task takes to execute or how long a resource is used. The integer value associated
with thedelay operator either indicates how many time units a task takes to execute or how long
aresource is used. In Program 4.2, de¢ay operator shows that it takes taSkiwo time units
to execute. Furthermore, sinmsourcel was claimed before and released after executing the
delayoperator, it is thus used by tagkfor two time units. Note that we do not actually perform
a task.

Conditional Control Flow The sequence of imperative statements describesdheol flow of a
process. A process has a conditional control flow when the sequence of statements consists of
conditional statements liki€ andwhile. Conditional statements can affect control flow, based
on the evaluation of conditions at run-time.

In Program 4.3, we see part of a process description of a task. It describes a process that executes
based on the value of variabte If the variablex has a value larger than 256, it takes the process six
time units to execute, otherwise it takes the process two time units to execute.

Program 4.3. MODELING CONDITIONAL CONTROL FLOW

process {

/* Execution time of a Task */
if (x> 256) {
delay(6);
} else {
delay(2);
}

In the description of processin Program 4.2 no variables are used; only relationships between
tasks and resources have been modeled. Nonetheless, as shown in Program 4.3, conditional con-
trol flow requires data with which to resolve conditions at run-time. Put in other words, we need to
have afunctional performance modelhich models besides the relationships between tasks and re-
sources, also the correct functional behavior of a system. When only relationships between tasks and
resources have been modeled, the model is also callediaterpreted performance modethereas
a functional performance model is also calledrterpreted performance modgASSP Taxonomy
Working Group (RTWG), 1998].

To describe the correct functional behavior of the system in Figure 4.2, we have to extend all the
descriptions of the processes modeling tasks in a way such as shown f&r itaskogram 4.4. This
program shows the process description given in Program 4.2, but also uses global and local variables
and a function. To illustrate conditional control flow, we also extended the process description of task
G as shown in Program 4.3.
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Program 4.4. A FUNCTIONAL PROCESSDESCRIPTION INPAMELA

/* Declaration of Global Variables */
integer C_data;
integer F_data;
integer G_data;

process G {
/* Check dependencies with Processes C and F */
P(dependency_CG);
integer argl = C_data;

P(dependency_FG);
integer arg2 = G_data;

/* Claim the resource */
P(resourcel);

/* The execution of a task takes two or six time units */
if (argl > 256 || arg2 > 256 )

delay( 6 );
else

delay( 2 );

/* Perform a function on the data */
integer arg3 = add(argl,arg2);

/* release the resource */
V(resourcel);

/* Store data in the global variable of Process G */
G_data = arg3;

/* Satisfy dependency of Process H */
V(dependency GH);
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The functional process description of taGkstarts with declaring the global variablegata ,
F_data , andGdata as integers. These variables are used to communicate data along data dependen-
cies within the system given in Figure 4.2. Because the variables are declared globally, other processes
can access this data. The description of progasas nearly the same sequence of PAMELA prim-
itives as Program 4.2. The first two data dependencies are followed by statements in which local
variables i.e.argl andarg2 , are assigned the value of the global variallatata andF_data .
Only after the data dependencies are satisfied do the global vartabé¢s andF_data carry useful
data.

After processs hasresourcel in its possession, it evaluates the condition of ithestatement.
If variableargl orarg2 has a value larger than 256, executing the task takes six time units instead
of two, as already shown in Program 4.3. After the cordsday operator has been executed, the
process executes a function, in this cadd, which adds the values of varialdegl and variable
arg2 together. The result of the addition is stored in the local variatga . After resourcel has
been released, proceGsassigns variablarg3 to variableGdata . It also indicates to the process
modeling taskH that the dependency is satisfied and that varighleta carries useful data.

Summary The three primitives of the PAMELA language can describe the four components of
the PMB. Three out of the four components require only that the relationships between tasks and
resources be described. These three componentSamdition SynchronizatigriMutual Exclusion
andExecution TimeThe componentonditional Control Flowequires additionally that a functional
description be used to describe tasks. This implies that data is explicitly transported from process to
process and that functions can operate on this data.

As we shall discuss in Section 4.3, when a performance model uses the first three components
to model a system (resulting in an uninterpreted performance model), it can be evaluated using an-
alytical techniques. When, however, conditional control flow is involved (leading to an interpreted
performance model), simulation is the only available technique.

4.2.3 PAMELA Evaluation Technique

After we have described all tasks in the system of Figure 4.2 in the same way as we did f@r task

in Program 4.2, we end up with a performance model for that system. To evaluate this performance
model, we use the evaluation technique of the PAMELA method to obtain performance numbers for
particular performance metrics. Although the PAMELA method provides two evaluation techniques

(i.e. an analytical and a simulation technique), throughout this thesis we use only the simulation
technique which we will discuss later on in more detail.

Simulation

Simulation techniques are based on imitating processes that run in the system. Using a simulation en-
gine, these processes are replayed as they would happen in the real system, albeit at a high higher level
of abstraction. Such a simulation engine implements this abstract level by replacing the continuous
time axis of the real system by a virtual time axis, leadingdisarete evensimulation. In Chapter 5,

we show how we can relate this virtual time to the notion of clock cycles in architecturesetzath
indicates a point in time at which the simulation engine needs to reconsider the consequences of the
currently occurring event for the further execution of processes. In the PAMELA performance models,
events are only caused by tReV anddelay operators. Thus to simulate a PAMELA performance
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model, the simulation engine must step through all generated events and at each event, decide what to
do next.

When we simulate the performance model constructed for the system in Figure 4.2, we obtain
the results shown in Table 4.1. This table shows which process is active at which time instance. The
set-up of Table 4.1 very much resembleSantt Chart

| Process|| Res1| Res2| delay| dep.][1 |2 [3 [4 |5[6 [7 [8]9[10]11]12]

A * 3 - O|Oo|O

B * 1 A O

C * 2 A O| O

D * 1 - O

E * 1 C O

F * 1 DE O

G * 1 CF O| O

H * 1 BG O

Table 4.1. The execution of the processes used to model the system of Figure 4.2. It shows
which process is active at which time instance. In the first column all processes ( A through
H) of the performance model are given. This is followed by the two columns describing
which process uses (indicated with an "*') resourcel or resource2. This is followed by two
columns expressing the time required by a task to execute and with which tasks a task has
data dependencies. Next the virtual time axis is given from the discrete time interval t=1 to
t=12. An empty place means a process is waiting, an 'O’ indicates the process is running a
collection of statements.

To show how the simulation engine comes to the execution trace given in Table 4.1, we next
discuss how the collection of processes executes in time.

The simulation of the performance model starts at t=0. ProcésaadD do not depend on other
processes and can use feperator to claim the required resources. Proéeasquiresesourcel
and proces® acquiregesource?2. It takes procesP one time unit (modeled using tlielay opera-
tor) to finish. At t=1, it releases (via\d operatoryesource2 and satisfies the data dependency with
process- using aV operator. Procedsmust wait until the data dependency relation with Proéeiss
also satisfied, and it remains blocked until then. Progegsminates after 3 time units and releasing
resourcel at t=3, thereby satisfying the data dependencies with procBsaedC.

ProcesseB andC both require the sanresource?2 to execute at t=4. However, only one process
can access the resource at a time. Consequently, the simulation engine must p=domee conflict
arbitrationto decide which process may access the resource first. It uses a non-deterministic resource
conflict arbitration scheme.

Thus the process that claims the resource first obtains the resource first. Suppose@rocess
acquires the resource first. Its execution takes two time units and it relessesce?2 at t=5. While
processC executes, proced® blocks untilresource2 becomes available. At t=5, proceBscan
acquireresource2 and executes. At the same time, proc€ssatisfies the data dependencies with
processe& andE. Nevertheless, proce§&sremains blocked until procegssatisfies the dependency
with procesd-. Att=5, both processeé® andE needresource2. If processE would needesourcel
instead ofesource2, it could have executed in parallel with proc&sSuppose procegsclaims the
resource before proceBs It executes first, taking 1 time unit. Att=6, it terminates, satisfying the data
dependency with process, and releasesesource2. ProcesE acquiresresource2 and executes,
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taking 1 time unit. It terminates at t=7, releasing the resource and satisfying the data dependency
with processF. For procesd-, the data dependency with procd3svas already satisfied at t=1.
Therefore proceds claimsresource2 and executes, taking 1 time unit. It terminates at t=8, releasing
resource2 and satisfying the dependency with proc€ssSince no other process holdssourcel,
processG executes, taking 2 time units. At t=10, proc&sgerminates, releasessourcel, and
satisfies the data dependency with prod¢esEhe dependency with proceBsvas already satisfied for
procesdH at t=6. Therefore proces$s$ can execute after it claimesourcel. The process executes,
taking 1 time unit, and terminates at t=11.

In conclusion, processing the workload described by the task-graph in Figure 4.2 with two re-
sources requires in total 11 time units. This givestttal execution timd.,,; = 11 for the system
of Figure 4.2. The total execution time is a performance metric and the performance number obtained
through simulation equals 11 time units.

Performance Numbers

The workload of the system consists of 8 tasks with a combined execution time of 12. The combined
execution time is found by adding up the execution time of each task, as given by the number between
brackets in Figure 4.2. If the executions of the 8 tasks were independent of each other, the system
would require 3 time units to process the workload &ng, = 3. However, condition synchronization
influences the order in which processes must execute. Due to this ordering, the system would require
a total execution time of at lea®t,,; = 10. Moreover, mutual exclusion also influences the ordering
of the processes. Because a resource can be accessed by only one process at atiimel deldys
are introduced. The procesgeandC as well as the processBsandE require the sameesource?2.
These processes will be sequentialized in time, causing them to wait. As a result, the total execution
time increases and becomigs,; = 11.

We can use the total execution tiriig,; to derive performance numbers for other performance
metrics. One such performance metric is parallelism, which we define as

Combined Execution Time of the Workload

Parallelism=
Tend

(4.1)

If the workload of 8 tasks with a combined execution time of 12 is processed in pafallek= 3. If
condition synchronization is taken ind@count,l..,,; = 10. Finally, if mutual exclusion is also taken
into account, theff.,,; = 11. Thus the amount of parallelism achieved in the system in these three

different situations is respectivel, 12, and12, as shown in table 4.2.

| Performance Model takes into accoynParallelism|

Execution Time =
+ Condition Synchronization ==12
+ Mutual Exclusion £=1.09

Table 4.2. Parallelism in the System.

Another performance metric is thwilizationof the resources, which is

o Time a Resource is Used
Utilization = © T X 100%. 4.2)
end
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If a resource is used for 4 time units during the total execution time of 11, it achieves a utilization of
£ x 100% = 36.3%. The utilizations ofesourcel andresource2 are given in Table 4.3. In both
cases, the utilization of the resources happens to be 54.5%.

| Resource | Utilization Rate | Used by Proces$

Resourcel] (3+2+1)/11x100% = 54.5% A+G+H
Resource? (2+1+1+1+1)/1%100% = 54.5%| B+C+D+E+F

Table 4.3. Utilization of the Resources.

Other performance metrics besides total execution time, parallelism, and utilization exist. We
present more of these in Chapter 7.

4.3 Objectivesin Using the PAMELA Method

We already mentioned that two modeling approaches exist: material-oriented modeling and machine-
oriented modeling. The choice between these two modeling approaches touches upon the fundamental
issue of ease aghodelingas opposed to ease®faluation As we will explain, the original PAMELA

work focused on ease of evaluation, whereas we are focusing on ease of modeling. As a consequence,
we will adapt the PAMELA method to better suit our needs in modeling systems.

The PAMELA method was developed originally by van Gemund to quickly yield parameterized
performance models of parallel programs that run on shared-memory as well as distributed-memory
(vector) computers. The PAMELA method was primarily developed to be part of a compiler for such
computers. The compiler could analyze these parameterized performance models, guiding the com-
piler in the mapping of the programs. Thus instead of simulating the PAMELA model, an analytical
method had to be employed. The analytical method transforms a PAMELA model automatically into
an explicit symbolic performance model. This symbolic performance model yields fast and crude
performance predictions that the compilers uses to steer the mapping. Consequently, van Gemund
focused primarily on deriving symbolic performance models at run-time from a PAMELA model, be-
cause he wanted to construct PAMELA performance models such that they could be analyzed easily.

In the construction of the PAMELA method, van Gemund traded off ease of modeling for ease of
evaluation [van Gemund, 1996]. He used a material-oriented modeling approach and constructed only
uninterpreted performance models. Consequently, these models do not contain conditional control
flow 3.

Within this thesis, however, we want to explore the design space of an architecture template and
we require a modeling approach that permits us to construct many different architecture instances
quickly. Therefore, we trade off ease of modeling for ease of evaluation. We will use a machine-
oriented modeling approach to model architecture instances that deliver cycle-accurate performance
numbers. The architecture instances are interpreted performance models of which the performance
can only be evaluated via simulation. The PAMELA method provides a simulation engine referred to
as theRun-Time Libraryor RTL. We discuss the RTL in detail in Section 4.4.4.

To illustrate the two different objectives that are possible (ease of modeling versus ease of eval-
uation), in Figure 4.3 we show the two steps involved in performance analysis, namely performance

3van Gemund modeled condition control flow by means of distributions, and as a consecuraditiertal statements
do not need to be evaluated. This only works when conditional statement can be captured by means of distributions and
such distributions are known
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modeling and performance evaluation. Since van Gemund desires symbolic expressions, he con-
structed a model of the system using a material-oriented modeling approach. The model obtained can
be analyzed analytically, yielding symbolic performance models. He rendered performance numbers
via a transformation of the PAMELA model into the time domain. Notice that a model of the system
obtained via the material-oriented modeling approach can be evaluated using simulation, but that a
model of the system obtained via the machine-oriented modeling approach cannot be reduced to a
symbolic expression.

Performance Modeling Performance Evaluation  Performance Numbers
o PAMELA AN ]
App“Cﬁthﬂ Performance Transformation utilization
(Workload) o 222 | throughput
— M0d8| parallelism
Machine-oriented . —_ (system)
o Modeling | ——
Material-oriented
(Only for Material-oriented Modeling Approach)
(For Both Modeling Approaches)
Machine
(Resources) —_— )
— | = Simulator | Simulation | utilization
Machine-oriented . — (RTL) throughput
Modellng — parallelism
Material-oriented

Figure 4.3 . The two different objectives possible in performance analysis: ease of modeling
versus ease of evaluation.

The programming paradigm used to construct a performance model of a system in a material-
oriented model differs from that for a machine-oriented model [van Gemund, 199piocgdural
orientedprogramming paradigm describes the material-oriented modeling approach well; therefore
the original PAMELA language employed a procedural oriented language. On the other hand, an
object orienteghrogramming paradigm is a good method with which to describe the machine-oriented
modeling approach. We will show in the remaining part of this chapter how we can use the PAMELA
primitives and the RTL in an object oriented modeling approach. We implement a message-passing
interface on top of the PAMELA primitives by embedding the PAMELA primitives in the object
oriented programming language C++ to ease the construction of the performance model of complex
systems.

4.4 An Object Oriented Modeling Approach using PAMELA

To ease the construction of complex systems while still being able to derive performance numbers
via simulation, we embedded the PAMELA primitives in the object oriented programming language
C++. We first explain what an object is, and then we explanation that the objects we use consist of a
structure part and a behavior part. We use this kind of object to model the system of Figure 4.2 again.
Following this example, we look again at ta€kof the system and explain in detail how this
task is represented as a C++ object. Then we describe how a process is created for this C++ object.
This includes the description of the PAMELA run-time library (RTL), which implements the three
PAMELA primitives as functions in C.
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4.4.1 The Object

The basic element of an object oriented programming language is the objedhjdatconsists of
a datapart as well as anethodsart that operates on the data part [Goldberg and Robson, 1983].
The data part and the method part of an object, and thus the whole object, is defined clsisg a
description Individual objects can bmstantiatedrom such class description, which means that an
objectis created taking up a certain amount of space. When an objectis instantiated, a special method,
the constructor is called. This constructor is called only once for each object at the time when the
object is instantiated.

The strength of objects is that they are well suited for use in constructing a (consples)
ture [Mellor and Johnson, 1997; Monroe et al., 1997; Kumar et al., 1994; Post et al., 1998] that is
the decomposition of a system into parts and relationships between those parts. In an object oriented
programming language, a structure is hence constructed by interconnecting objects whereby each ob-
ject can be composed of other interconnected objects. Within a structure, objects connect to other
objects and only exchange information along these connections. An object exchanges information
with other objects by invoking methods of those other objects. This way of exchanging information is
referred to as “message passing” [Goldberg and Robson, 1983]. The available methods of each object
thus defines for other objects which messages it can exchange; in other words it defitesface
Objects exchanging messages with another object remain completely unaware of what happens inside
this object, since it hides unnecessary information.

Besides describing the structure, we also have to describe the behavior of each obpettatpr
we mean the function that the object describes in time. To describe the behavior of an object, we
specify a process that describes the input/output relations of that object in time. As we will see
in Chapter 5, not every object is given a process. Recall that there is a distinction between active
primitives, which are processes, and passive primitives, which are semaphores. An object that uses
a process is called aactive objecand one that does not is calleghassive objectA passive object
usesP andV operators in its methods, but no processes.

l Object\.
Structure
'7

Behavior

Connection with
other Objects

Figure 4.4 . The objects we construct have a structure part and a behavior part.

We use the object oriented programming language C++ [Stroustrup, 1991] to create an object.
Although other object oriented programming languages like objective-C [The Stepstone Corporation,
1989] or Java [Arnold and Gosling, 1996] could have been used, we use C++ for reasons of per-
formance. The constructed objects in C++ have a structure part and a behavior part, as shown in
Figure 4.4. The figure also shows the object connects with four objects, as indicated by the black
circles. The object can only exchange information with the four objects to which it connects.
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4.4.2 Modeling a System as a Network of Objects

To show how we can use an object as depicted in Figure 4.4, we will model the system of Figure 4.2.
Because we haven't yet explained how this system relates to architectures like stream-based dataflow
architectures, we cannot yet explain machine-oriented modeling adequately; therefore, for didactic
reasons, we model the simple system using a material-oriented modeling approach. In Chapter 5,
however, we show several examples of objects used in a machine-oriented modeling approach.

The performance model of the system in Figure 4.2 obtained using objects is shown in Figure 4.5.
To come to this model, we replaced each task by an active object having a structure part and a process
part. We also replaced the two resources by a passive object having only a structure part. The model
shown in Figure 4.5 still models the system using a material-oriented modeling approach.

e v

, 4 structure

resourcel behavior
1

o0

resource?

structure

C(2)

structure structure
behavior behavior
Py

E(1)

G(2) F(1)

structure

behavior

..'

H(1)

Figure 4.5 . The system described using objects that have a structure and a behavior part.
For simplicity, the links between the objects that use resource2 are not shown, but do really

exist.

We implement all the links between different objects (for example, between dbgeatl object
H) directly via a semaphore. The dashed line from objesburcel to the objects modeling tasks
A, G, andH is one and the same semaphore. Notice that although it is not shown in Figure 4.5, a
semaphore also exists between objesburce2 and the objects modeling tasksC, D, E andF.

We now further elaborate on how the object modeling task described as a C++ object of type
Taskand how a process from the run-time library is added to this object. We do not describe the object
modeling the resources, because enough examples will be given in the next chapter.
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4.4.3 Describing the Structure of an Object in C++

Before we can construct an objeEaskmodeling a task in the system of Figure 4.5, we need to
describe a class definition. In Program 4.5, we give the class description for theTasjectn C++,
a class definition always starts with the keyw@iadss

Program 4.5. CLASS DEFINITION OF THETask OBJECT

class Task {
/* Data Elements */
semaphore inl;
semaphore in2;
semaphore out;
semaphore resource;
int delay;

[* Methods */
/* Constructor */
Task( semaphore, semaphore, semaphore, semaphore, int )

/* init Process */
init_process(void);

Class Definition

Within this class description, an object is defined that consists of five data elefm@nighich four
are semaphores and one is a single integer value. Three semaphores represent depdntiencies (
in2 , andout ) and one semaphore represents a resowseuce ). The integer delay valudelay
indicates the time required by a task to execute.

Within the same class description, two methods are definedTaska object. Each method has
an implementationwhich describes the function a method performs. One method is the construc-
tor ® of the Task object while the other method isit _process . The constructor method is called
when aTask object is instantiated from the class description. The constructor has a number of ar-
guments that need to be provided when an object is created. In this case, the arguments include four
semaphores and an integer value. The constructor is used to set up the structure of an object, while the
init _process method is used to create the behavior of an object. We describe first what happens
when the constructor is called, followed by what happens wheimithe_process method is called.

Calling the Constructor

To instantiate an object representing t&kn the system of Figure 4.5, we call upon the C++ func-

tion new, as given in Program 4.6. In creating thask object, we pass on the semaphores already
described in Program 4.1 as arguments of the constructor. We also pass on the integer value 2, to
indicate taskG takes two time units to execute.

“All the elements in the data part of the class definition are variables in C/C++. Thereforglseaiial is a variable,
as is the integedlelay

5In C++, methods are described using the notation. It should be read a$ass::method , Which describes the
implementation of a particular method of a class. The constructor method of a class always has the same name as the class.
ThusTask::Task describes the implementation of the constructor of claask .
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Program 4.6. INSTANTIATE AN OBJECT REPRESENTING TASIKG

new Task(dependency_CG, dependency FG, dependency_GH, resourcel, 2)

Executing thenew function causes the execution of the constructor, as shown in Program 4.7. In
the constructor, the argumentspl, dep2, dep3, res and, finallytask _delay are assigned to the
variables declared in the data part of tresk object in Program 4.5. The value of varialkepl is
thus assigned to variabiel . Because objectask is created as shown in Program 4.6, argument
depl equals the semaphodependency _CGthat describes the dependency between @akd task
G. Therefore variablinl equals semaphotipendency CG

Program 4.7. THE CONSTRUCTOR OFTask OBJECT

Task::Task(semaphore depl, semaphore dep2, semaphore dep3, semaphore res, int task_delay)
{ /I Constructor of a Process

inl = depl;

in2 = dep2;

out = dep3;
resource = res;

delay = task_delay;

4.4.4 Describing the Behavior of an Object Using PAMELA

We have shown how an object captures the structural elements in its data part, and in particular, for
taskG. Now we will look at how we can add a behavior part to the structure part of an object after we
present the run-time library PAMELA.

Run-time Library (RTL)

The PAMELA language describes performance models using three primpreEessesemaphores
anddelays These three primitives have been implemented as C functions in the PANREIDATIme
Library (RTL) [Nijweide, 1995]. The RTL is a simple, non-preemptiveiltithreadingpackage. It
provides the notion of parallelism in the sequential programming language C [Kernighan and Ritchie,
1988]. The RTL implementsprocess schedulginterleaving the parallel processes on a single CPU.
It differs from many other multithreading packages [Open Software Foundation, 1995; Proven, 1995;
Mueller, 1993], in that it uses the notionwaftual time.

The RTL implements processeslaghtweight processed.ightweight processes are implemented
in the same address space [Finger, 1995], which makes communication of variables between processes
very simple and efficient. Each process has its ¢haead-of-executionand a thread has its own
contextof variables (state). Whenever the process scheduler switches a process on the CPU, it restores
the context of the thread. This is calledntext switching The processes are called lightweight
processes because the threads have a small or ‘light’ cht€kts introduces only a small overhead
and, consequently, the process scheduler can switch the context of processes quickly.

5This is in contrast thheavyweighprocesses used, for example, in the UNIX operating system. These processes have
their own address space and require pipes to communicate variables with other processes. As such, these processes have a
big or ‘heavy’ context, and context switching on a UNIX system requires more time than a context switch of a lightweight
process.
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The complete RTL and its C functions are described in detail in [Nijweide, 1995]. We now discuss
the function used to construct a process, the functions that implement the semaphore operradors
V and the function which implements thelay operator.

Process: The RTL describes a process as an ordinary C function callegrdwess function The
RTL creates an instance of a process function in memory. A process scheduler switches these
instances of the process functions in time to give the appearance of their executing in parallel.
A process is created via thgam_fork statement. This statement requires three arguments: a
name for identification purposes, a C function that is the process function, and an additional
argument. This additional argument is used by a process to initialize itself when it is created.

Semaphore operators: The RTL implements th® andV operators apam_P and pam_V state-
ments respectively. These statements operate on semaphores creategaia #ikmc state-
ment. This statement requires two arguments, namely a name for identification purposes and an
initialization value.

Delay operator: The RTL implements thdelay operator as @am_delay statement. This statement
manipulates the time of a process. The operator requires a non-negative integer value.

The RTL provides more functions than just those mentioned above. We will wait, however, to
introduce these functions until they are used.

Creating a Process

All the tasks in Figure 4.2 are modeled using a process. We therefore need to create a process for
each object that models a task in the system-modeling example in Figure 4.5. Assume that we have
instantiated an object for each task and stored links to other objects in the data part of these objects.
In this example we do this using only semaphores.

A process is created for each object blling theinit _process method, as shown for theask
object in Program 4.8. This method causes the execution gidhefork statement. As explained
when discussing the RTL-library, this invokes the creation of a process with the naske”that
executes the process functiGisk function . The argumenthis is passed on to this process.
In the C++ programming language ttiés pointer represents the complete data part of an object.
Therefore, thgpam_fork statement passes on the complete data structure of the object to the process
functiontask _function

In the case of th&ask object that models tast, the data part of this object contains the
semaphores describing the data dependencies with @dgkandH. It also contains the semaphore
describing theesourcel.

Program 4.8. CREATING A PROCESS FOR ANOBJECT

Task::init_process( void ) { pam_fork ("task",task Sfunction,this); }

A Process

The RTL creates a process from the process function by creating a unique instance in memory using
the pam_fork statement. In the case of thiask object, the RTL creates a process based on the
process functiomask _function , as shown in Program 4.9.
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A process function always consists of two parts. In the first part, the process decodeés the
pointer and initializes its local variables. Thes pointer received is the data structure from the
object creating the process. In the second part, the process function runs as the actual process.

Program 4.9. MODELING A PROCESS VIA APROCESSFUNCTION

void task_function(void)

/* Initialize the Process */
Process p = (Process) pam_args ( pam-me ());

semaphore inl = p.inl;

semaphore in2 = p.in2;

semaphore out = p.out;

semaphore resource = p.resource;

int task_delay = p.delay;

/* Run the Process */

while(1) {

/* Check dependencies with other Processes */
pam_P ( inl );

pam_P ( in2 );

/* Claim the resource */
pam_P ( resource );

/* The execution of a task takes a parameterized amount of time */
delay( task _delay );

/* release the resource */
pam.V ( resource );

/* Satisfy dependency of a Process */
pam.V ( out );

Initialize the Process In the first part, the process function decodes the data structure that was
passed on by the constructor via thes pointer. To actually acquire thiis pointer from the
object creating the process, the process uses two RTL statep@msrgs andpam_me. Statement
pam_me identifies the process and tpam_args statement retrieves the argument for that process.
The data structure of the object is accessible via the var@bidProgram 4.9 ang.in1  is one and

the same semaphoreias in Program 4.5. This semaphore is assigned to the local semaphore

in the process function as part of the initialization of the process. The initialization step finishes after
all variables have been decoded to a local variable of the process function.

Execute the Process In the second part, the process function runs the actual process. The pro-
cess starts with thehile(1)  statement, which creates an endless loop. The curly bracket after the
while statement matches one-to-one with the curly bracket after the promssin Program 4.2.
Furthermore, the statements in between the curly brackets eftilee statement match one-to-one
with the statements given between the curly brackets related fwalbessdescribed in Program 4.2.
Henceforth, in this thesis, the wopdocessalways relates to the second part of a process function.

In the sequence of statements describingatoeess the delay statemerelay does not have a
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fixed value. Instead it receivegparameterizedalue from theTask object. The delay value is passed
on as an argument of the constructor in the same way as was done for the semaphores.

4.4.5 Building Blocks

A C++ object describes both a structure part and a behavior part. Its structure and methods are
described via the class definition. Its behavior is described using a RTL process. The result of con-
structing aTask object for taskG is given in Figure 4.6.

N
N

dependency CG N resourcel
N \.
Structure Data-part
Semaphore* inl B
dependency_GH Semaphore* in2
Semaphore* out ~@

Semaphore* resource

dl this-pointer

Process { /

pam_delay( 2 );

dependency_FG

Process Function

Behavior

N

C++ Object
Figure 4.6 . The construction of a PAMELA Process inside a C++ object.

In the structure part of the object we see again the three semaphores representing data dependen-
cies with other objects and one semaphore represerggayircel. In the way taskG is modeled, it
is the semaphores that allow objects to exchange information with other objects.

Localized References

The object shown in Figure 4.6 encapsulates a process, as well as localizes the references to other
objects (or semaphores) used by that process. This process can only use the structural information
defined for an object in the class description. Therefore, all references to other objects are expressed
in variables of the class description of the object and thaalizedto that object.

The process encapsulated by the object in Figure 4.6 can only operate on the semiaphores
in2 , out andresource . The process does not know to which semaphore it actually connects because
this is determined when the object is instantiated. The semaphores expressing the data dependencies
dependency _CG dependency FG anddependency GHin Program 4.6 bind to the semaphores
in1 , in2 andout respectively in Program 4.2. This also applies to the semapkeoercel
which binds taresource  in the process.

A consequence of localizing the references is that the definition for obgsktin Program 4.5
can also be used to define taskn the system-modeling example in Figure 4.5. Tas&lso has
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two input semaphores, one output semaphore, and one semaphore for a resource. By instantiating the
object as was done in Program 4.10, we obtain an object that models.task

Program 4.10. INSTANTIATE AN OBJECT REPRESENTING TASH

new Task(dependency DF, dependency EF, dependency FG, resource2, 1)

Note that we change the parameter value that describes the execution time Bf itagko-
gram 4.10. Instead of taking two time units as we did for t@skve now set the parameter value
to 1, which causes tagkto execute in one time unit.
By localizing the references of a process, we obtain objects represétiluing Blocks These
building blocks represent modular elements that are self-contained and parameterized. We define a
building block as

Definition 4.2. BUILDING BLOCK
A building blockis a self-contained, parameterized object with a structure part and a behavior
part. O

That a building block iself-containedneans that it can only exchange information with other
building blocks to which references are present in the structural part. The exchange of information
takes place using the “message passing” mechanism. Consequently, the internal structure of a build-
ing block remains invisible to the other building blocks in a system, a key requirement in obtaining
modular elements.

There is a distinction between active objects and passive objects; a similar distinction exists for
building blocks. Anactive building blockises one or mongrocessedo describe its behavior part. A
passive building blockses only semaphores goam_P andpam_V statements to describe its behav-
ioral part. Thgpam_P andpam_V statements are incorporated into methods of the building block and
these methods describe the behavioral part of the building block. We show several examples of active
and passive building blocks in Chapter 5, in which we use building blocks extensively to construct the
performance models of stream-based dataflow architectures by combining building blocks.

4.5 Simulating Performance Models with the RTL

We use simulation to obtain the performance number of a performance model for a system. PAMELA's
RTL provides not only processes, semaphores and delay statements, but also a process scheduler. We
now explain how this process scheduler simulates a performance model and how the PAMELA prim-
itives interact with the RTL process scheduler. We discuss the RTL in more detail, showing that the
RTL has a very simple structure. This simple structure makes it possible to execute faster than with
other kinds of discrete event simulators.

A process is said to beinnableif it is not in a blocking state. A process can attain a blocking
state only when executing@am_P statement, and a process is taken out of this state penaV
statement. Each process has its own notion of time, represented by itsrosvstamp The value of
this time stamp changes directly usingam_delay statement or indirectly usinggam_P statement.
The time stamp is used by the process scheduler to order processes in time.

Although only one process can execute at a time, RTL implemeprtscass scheduléhat sched-
ules one process after the other, giving the impression that processes execute in parallel. The process
scheduler uses two different queues to schedule processes. One quBumIthble Processes Queue
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(RPQ), contains all runnable processes, while the other queuB)dbked Processes Que(BPQ),

contains per semaphore a queue with blocked processes. Each semaphore has a queue, because more
than one process can block on one and the same semaphore. A schematic of the process scheduler
with the two queues is given in Figure 4.7. This figure shows a “snapshot in time” of the filling of the

two queues and the running process. In the figure, a circle represents a process. The number in each
circle in the RPQ represents the value of the time stamp of each process. The letter in the circles in
the queues of the BPQ represents the semaphore on which a process blocks.

One process runs at t=5, executing a sequence of statements. RPQ contains 6 processes that are
runnable. Two processes can run at t=5, two processes can run at t=6, one process can run at t=10 and,
finally, one process can run at t=12. After the running process terminates for reasons we explain later,
the next runnable process to become the running process would be the first process in the RPQ. The
runnable processes in RPQ are ordered according to their time stamp. BPQ contains three queues for
three different semaphore&; B andC. The queue of semaphaofecontains three blocked processes,
the queue of semaphoBecontains one blocked process, and the queue of sema@haetains two
blocked processes. These processes can block because, for example, a resource is not yet available.
A process is placed into the BPQ only vigpam_P statement. It is taken out of the BPQ only via a
pam_V statement.

Time Stampt=5

i Runnable Processes Queue oam v
am_
® (9666102 |
Runfrning Blocked Processes Queue

Process

N

Process is blocking ‘ ‘ P P
am_

on semaphore A

Figure 4.7 . The process scheduler of the PAMELA run-time library uses two queues to
schedule processes.

If the running process executes a PAMELA primitive (e.goaa_P, apam_V, or apam_delay),
then an event takes place. At that moment, the process that is running returns control to the process
scheduler, which reconsiders the consequences for further execution of processes. Depending on the
PAMELA construct executed, the process scheduler reacts as follows:

pam_P: If the semaphore is zero, then the running process must block on this semaphore. In this
case, the process scheduler places the process in the appropriate semaphore queue in the BPQ
and makes the next runnable process from the RPQ the running process. Otherwise, the running
process decrements the semaphore and the process scheduler allows the process that is running
to continue.

pam_V: Thisleads totwo different cases. In the first case, the value of this semaphore (e.g., semaphore
A) changes from zero to one. This causes the first blocked process in the appropriate semaphore
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gueue in the BPQ to become runnable. The process scheduler makes this runnable process the
new running process. Before it does this, it puts the running process, which has a time stamp
t=5, back into the RPQ. The new running process is given the same time stamp as the running
process (t=5). In the second case, the running process increments a semaphore and the value of
the semaphore becomes larger than one. In this case, the process scheduler allows the process
that is running to continue.

pam_delay: This statement adds a certain amount of time to the time stamp of the running process
and the process scheduler puts this process back into the RPQ. This process gets ordered in
the RPQ according to its new value of the time stamp. The process scheduler makes the next
runnable process from the RPQ the running process.

The process scheduler of the RTL isian-preemptivescheduler, which means that the process
scheduler cannot preempt a running process in order to regain control. It must wait to regain control
until the running process reaches a PAMELA construct that causes an event. Only then does the
process scheduler get the control back from a process.

Note that the way processes get scheduled by the process scheduler results in a feasible schedule,
which is not necessarily the fastest schedule. Processes are activated as soon as possible because the
RTL implements a simple list-scheduler; however, this does not always result in the fastest sched-
ule [De Micheli, 1994]. For an example, look at Table 4.1, which shows the scheduling of processes
used to model the system of Figure 4.2. If tBsWwere not scheduled at t=6, but instead slightly later,
it could execute in parallel with tagk without resource conflict. As a consequence, the resulting total
executing time in this case would fig,,; = 10 instead of7.,,; = 11.

4.6 Related Work

Traditionally,Queuing Theor{see, for example, Lazowska et al., 1984] has been used in performance
analysis of computer designs. It can be used to describe a system in terms of servers and independent
clients. These clients access the servers following a negative exponential distribution in time. The
strength of queuing theory is that it derives a system’s steady state behavior analytically. This makes
gueuing theory very useful for determining the capacity of servers. Queuing theory is, however, too
restrictive for our purpose because of its model. This model is not able to describe, for example,
condition synchronization between various clients or conditional control flow.

Petri Netg[Petri, 1962; Jensen, 1991] were originally developed to study concurrency and to ana-
lyze issues lik¢ivenessdeadlockandstarvation[Ben-Ari, 1982], using analytical techniques. To use
petri nets for performance analysis requires the ugéméd Petri Net$van der Aalst, 1992]. These
petri nets can be analyzed analytically in the time domain only under the assumption that transition
takes place using a negative exponential delay. If the system constructed is ergodic, a Markov chain
can be constructed that can be analyzed analytically. However, instead of using analytical techniques,
simulation can be used to derive the performance of a system [ASPT, 1994].

In contrast to queuing theory and petri netBnulation toolslack an analytical basis. To ren-
der performance numbers, simulation tools use simulation instead and typically employ event-based
simulation techniques. Simulation tools are popular because they provide simple @é@npbson-
structs to build large and complex models and they describe interpreted performance models well.
Simulation tools use a textual or graphical representation to define a system. Many different simula-
tion tools exist that are tailored to specific application domains. In the signal processing domain the
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following tools (to name a few) are available: the Ptolemy system [in particular, the DE-domain, Buck
et al., 1992], the Maisie environment [Bagradia, 1995] and the BONES environment [Cadence, 1998].

Another tool that can be used for performance analysis is VHDL or Verilog. Although these
languages were developed originally to describe and simulate hardware at a much lower level, i.e.,
Register Transfer Level (RTL), a VHDL simulator is basically a parallel simulator using event simu-
lation. In contrast to the previously discussed simulation tools, these languages are able to simulate
systems very accurately. Nonetheless, VHDL is also used for performance analysis on a higher level
of abstraction, as done, for example, by Rose and Shackleton [1997].

Standard programming languages like C [Kernighan and Ritchie, 1988] or C++ [Stroustrup, 1991]
are used instead of simulation tools to construct performance models. These provide a high degree of
freedom in constructing models of systems, but at the same time, they lack a systematic approach or
well defined simulation model. Furthermore, standard programming languages lack the notion of a
simulation engine to handle parallel simulations.

The object ariented modeling approach that uses PAMELA to describe the behavior of each build-
ing block as presented in this chapter is a very interesting approach for the following reason. The use
of C++ gives us a large amount of freedom to model different architecture instances, as we will show
in Chapter 5, where we discuss the modeling of stream-based dataflow architectures. The PAMELA
primitives provide high-level modeling primitives like semaphores, processes, and delays. This re-
sults, as we will also see in Chapter 5, in compact descriptions when modeling the building blocks of
architecture instances. VHDL, for example, does not provide these high level primitives.

The PAMELA method gives accurate performance values using simulation. Other modeling ap-
proaches can provide symbolic representations for performance numbers, but these representations are
not accurate enough since not all four components of the Performance Modeling Basis are included.
For example, queuing theory cannot describe condition synchronization, whereas the analytical eval-
uation technique of the PAMELA method cannot handle conditional control flow.

The RTL provides a very efficient simulation engine because of its simple structure. We we
will quantify the simulation speed in Chapter 7, when we discuss the construction of a retargetable
simulator for stream-based dataflow architectures. The execution model of the RTL is more restrictive
than the discrete simulation engines used in most simulation tools, but this results in fast simulation.

4.7 Conclusions

The Y-chart approach uses performance analysis to render performance numbers. In this chapter, we
presented the Performance Modeling Basis (PMB), which describes the four components determining
the performance of a system. We presented the PAMELA method with which to carry out perfor-
mance analysis. The method describes the four components of the PMB using only three high-level
primitives: semaphores, processes and delays.

Our objective in light of Y-chart approach is to model architecture instances easily. To satisfy
this objective, we had to modify the original PAMELA method from a procedural modeling approach
to make it to an object oriented modeling approach. This led us to the definition of building blocks,
which have a structure part and a behavior part. A system is easily constructed by simply combining
these building blocks. The structure parts of building blocks use C++ whereas the behavior parts use
primitives of the PAMELA run-time library (RTL). The RTL is a simple multithreading package that
implements semaphores, processes, and delays. The RTL also provides a process scheduler, allowing
us to perform parallel simulations of a system constructed using building blocks.
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HE subject of this chapter is the modeling of architecture instances of the architecture template

of stream-based dataflow architectures that yield cycle-accurate performance numbers. In the
Y-chart approach, we must be able to derive architecture instances from an architecture template that
we can evaluate to obtain performance numbers. As motivated using the abstraction pyramid shown
in Figure 3.3, we want to model those architecture instances at a higher level of abstraction, i.e., we
represent only the details relevant to obtaining the performance of an architecture instance, suppress-
ing irrelevant details. As motivated in Chapter 4, the Performance Modeling Basis (PMB) describes
exactly those details relevant to describing the performance of a system. The PMB can be expressed
using only processes, semaphores and delays. In this chapter, we use these primitives together with
the concept of building blocks that was also introduced in Chapter 4 to describe architecture instances
cycle-accurately. This way we model architectures at a level that is more abstract than that offered by
standard hardware description languages.

We start off in Section 5.1 with explaining what we consider an architecture to be; until now,
we have given only pictorial representations of architectures. We also explain what we consider a
cycle-accurate model to be. Modeling an architecture in the context of the Y-chart approach implies
that we need to derive an instance from the architecture template of stream-based dataflow architec-
tures. In Section 5.2, we explain the four issues involved in this modeling process. In Section 5.3, we
explain how executable architecture instances are constructed from building blocks. We construct a
building block for each architectural element of the architecture template of stream-based dataflow ar-
chitectures and we construct executable models of architecture instances by combining these building
blocks. Stream-based dataflow architectures are composed of many different architectural elements.
In Section 5.4, we model each architectural element as a building block and describe in detail its
structure and its behavior. We also show how only the three PAMELA primitives (semaphores, pro-
cesses and delays) introduced in Chapter 4 are used to model the various architectural elements. We
describe an architecture template in Section 5.5, using composition rules. Stream-based dataflow ar-
chitectures are programmable architectures. In Section 5.6, we explain the programming model of
stream-based dataflow architectures. We show how instances of the stream-based dataflow architec-
ture are programmed for a particular application, leading to the routing program that is down-loaded
onto the global controller. We conclude this chapter by presenting a comprehensive example in which
we program a particular architecture instance for a particular application.

5.1 Architectures

So far, in our references to architectures, and especially stream-based dataflow architectures, we have
depended on our rather intuitive understanding of what an architecture might be. Since this chapter is
about modeling architectures, we begin by explaining what we consider an architecture to be.

5.1.1 Pictorial Representation

Architectures are normally represented in a pictorial way, using block diagrams. Albekéiagrams
describe a network consisting of boxes and lines connecting the boxes to each other. The boxes are
given names related to the kind of functions they are supposed to perform. We have been presenting
the stream-based dataflow architecture in exactly this way, which is shown again in Figure 5.1. In this
figure (which is the same as Figure 2.2, but shown again here for clarification), we gave names to the
boxes to indicate their function in the architecture. We gave boxes the ratgsto indicate that
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they should transport packebsffersto indicate that they should temporarily store datafamdtional
unitsto indicate that they should select the corffectctional elemenat run-time, and so forth.
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Figure 5.1 . A pictorial representation of a stream-based dataflow architecture.

This way of representing an architecture is intuitive an it may lack precision. Yet when it comes
to reasoning about architectures, then it is mandatory that the architectures be given well-defined
structure and behavior. This does not exclude pictorial representation, but it does require that all
constituent parts be well defined and have unique behavior.

5.1.2 Architectures

Architectures can be represented intuitively using a block-diagram representation as discussed previ-
ously. We define an architecture as

Definition 5.1. ARCHITECTURES

An architectureis a network or grapld7(V, F'), whereV' defines a set of architectural elements
and F defines a set of connections along which architectural elements can communicate with one
another corresponding to a particular model of architecture. O

An architecture is thus made up of a network of interconnected architectural elements. The archi-
tectural elements in the network can only communicate with those architectural elements to which it
connects. We define an architectural elements as

Definition 5.2. ARCHITECTURAL ELEMENT
An architectural elements either an architecture or an entity having a particular structure and
behavior. 0O

Examples of architectural elements are routers, functional elements, and global controllers. Each
of these architectural elements describes a particular behavior. A router routes packets, a functional
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element executes a particular function, and the global controller governs the flow of packets. Using
these architectural elements, we can describe, for example, the stream-based dataflow architecture
shown in Figure 5.1 as a network of architectural elements, giving the architecture a distinct structure
and behavior in time.

Alternative Behaviors

Stream-based dataflow architectures describe a class of architectures within which architectural choices
are present. A communication structure, for example, can have either a FCFS or TDM behavior. Sim-
ilarly, functional units can have a packet-switching or sample-switching behavior, or a buffer can have
a handshake, a bounded FIFO, or an unbounded FIFO buffer behavior.

Given these choices, we look at architectural elements as having a pami@partythat is real-
ized using one or more behaviors. The property of a communication structure is that it communicates
packets from routers to input buffers, the property of a functional unit is that it selects the correct
functional element at run-time, and the property of a buffer is that it stores data temporarily. This
leads to the notion of architectural element types, which we define as

Definition 5.3. ARCHITECTURAL ELEMENT TYPE
An architectural element typgescribes the aggregated properties of an architectural element with-
out implementing these properties using a particular behavior. O

Therefore, if we use architectural element type ‘Buffer’ in an architecture, we indicate that it has
to store data temporarily, without specifying which behavior implements this property. We can still
choose between a handshake behavior, a bounded FIFO behavior, and an unbounded FIFO behavior.

5.1.3 Cycle-accurate Model

An architectural element describes the behavior of a piece of hardware that it models. It describes the
function of the hardware in time, in which time is divided into cycles that we define as

Definition 5.4. CYyCLE
A cycleis multiple of a clock cycle as used in synchronous hardware. O

The duration of a behavior of an architectural element can be expressed in cycles. Since an
architectural element models a piece of hardware, it can only describe the behavior of the hardware it
represents functionally correctly at the level of cycles. As such, an architectural element is a cycle-
accurate model of the hardware. We define a cycle-accurate model to be

Definition 5.5. CYCLE-ACCURATE MODEL
A cycle-accurate mode$ a model that describes the behavior of the actual hardware that it rep-
resents correctly at time instances separated by cycles. O

We use cycle-accurate models of hardware, e.g. the architectural elements, because it simplifies
the description of the behavior of architectural elements significantly. We rely in this chapter on
the PMB presented in Chapter 4 to describe the architectural element cycle-accurately. The four
components of the PMB can be expressed in terms of high-level primitives like processes, semaphores,
and delays. These high-level primitives permit us to specify the behavior of architectural elements in
less detail, as we will show in Section 5.4. Due to the abstract descriptions, a consequence is that the
simulation speed increases and that it become easier to modify the behavior of architectural elements.
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5.2 Modeling Architectures

Modeling an architecture in the context of the Y-chart implies that we derive architecture instances
from the architecture template; for example, the architecture template of stream-based dataflow archi-
tectures described in Chapter 2. The problem of constructing an executable performance model of an
architecture instance involves the following four issues:

1. We must be able to describe an architecture template.
2. We must be able to define particular architecture instances of an architecture template.

3. We must be able to construct an architecture instance such that we can obtain performance
numbers.

4. We must be able to program the architecture instance such that it can execute applications.

The four issues are shown in Figure 5.2. This figure shows the architecture template from which
an architecture instance is derived. Which instance that is, must be specified in some way, most likely
in a textual format. In the modeling process, architectural elements are interconnected according to
the specification of an architecture instance, resulting in an executable performance model. Finally,
the architecture instance needs to be programmed to execute a particular application.

Define an
Architecture Instance

‘ArchitectureTempIate}% Modeling ﬂ Architectural Elements ‘

O o

Architecture
Instance

Programming

Figure 5.2 . The four issues involved in performance modeling in the context of the Y-chart.

In the remaining part of this chapter, we describe the four elements of Figure 5.2 in separate
sections.

5.3 Modeling Architectures using the PMB

To model an architecture instance at a high level of abstraction, we express architectural elements in
terms of the PMB. This implies that we have to identify the four components of the PMB in stream-
based dataflow architectures. Functional units and functional elements, for example, are driven by
the availability of data and we can implement this behavior using condition synchronization. Routers
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communicate exclusively with one global controller. We implement this kind of interaction using mu-
tual exclusion. Functional elements execute functions to process data samples taking a certain amount
of time, which we implement using execution time. Packets have different lengths and the length of a
packet determines the amount of time a functional element requires to operate on a particular packet.
We implement this behavior using conditional control flow.

5.3.1 Machine-oriented Modeling Approach

We use the machine-oriented modeling approach to describe architecture instances of the stream-based
dataflow architecture, i.e., we view an architecture as a machine that processes material. The machine
is described by the architectural elements like buffers, functional units, and routers. The material is
described by the stream that flows through the architecture. As streams (the material) flow through the
architectural elements (making up the machine) they are processed by the architectural elements. How
the architectural elements operate together to process streams is controlled by the routing program that
is down-loaded onto the global controller. Thus, the architectural elements define the resources and
the streams define the workload.

In the machine-oriented modeling approach, we model resources mainly using active primitives
[Kreutzer, 1986]. We describe functional elements, functional units, and routers using one or more
processes. We describe the remaining resources, i.e., the communication structure, the global con-
troller, and buffers, using semaphores. Although we could have modeled these resources as active
elements, we use semaphores because these lead to a more efficient simulation. In contrast to the
material-oriented modeling used in Chapter 4, here data dependencies and tasks representing a work-
load are distributed over various architectural elements.

5.3.2 Building Blocks

We introduced building blocks in Chapter 4 to describe a system in terms of the PMB. Building
blocks describe architectural elements well, because architectural elements are also self-contained
entities having a particular structure and behavior. Therefore, if we describe architectural elements as
building blocks, we can describe architecture instances by simply combining building blocks (see, for
example, Figure 4.5).

Describing a FIFO Buffer

A building block is an object and an object consists of a data part and methods. Methods define

an interface that other objects use to communicate with an object. If we consider the architectural

element ‘FIFO’, we know that we want to write data to the buffer to store it and, later, read this data

from the same buffer using a FIFO behavior. To access the FIFO buffer we deéadand awrite

method. The implementations of the read and write methods of object FIFO are given in Program 5.1.
Because we model a buffer as a passive element, we uspamyP andpam_V statements that

operate on the semaphorksa androom. The FIFO buffer has a particular capacity and we initialize

the semaphormom with the valuecap and initialize the semaphorata with the value zero. To

see how a FIFO buffer behaves, we need a process that writes to the buffer and a process that reads

from the buffer, i.e., the classic Producer/Consumer example [Ben-Ari, 1982].
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Program 5.1. THE READ AND WRITE METHODS OF AFIFO BUFFER

FIFO::read

{
pam_P (data); /I Is there data available?
aSample = queue[readfifo]; // read from buffer
readfifo = (++readfifo)%cap;
pam_delay (1); /I Reading takes one cycle
pam.V (room); /I Tell there is room again

}

FIFO::write( aSample )

{
pam_P (room); /I Is there Room on the FIFO?
queuelwritefifo] = aSample; /I Write in buffer
writefifo = (++writefifo)%cap;
pam_delay (1); /I Writing takes one cycle
pam.V (data); /I Tell there is data available

Producer Consumer

Read
Process

FIFO Buffer

Figure 5.3 . A simple Producer/Consumer system.

Producer/Consumer Example

A simple producer/consumer system is given in Figure 5.3. A \pridbeesstries to write samples into
a FIFO buffer that has a capacity of 4 positions. Concurrently, a peacesstries to read samples
stored in the FIFO buffer. The FIFO buffer is modeled as an object withé and awrite method,
as given in Program 5.1. The wripgocessaccesses the FIFO buffer using thte  method and the
readprocessaccesses the FIFO using tiead method.

If the write processwants to write a sample into the FIFO buffers by usingwiiéee method,
there needs to be room available in the buffer. This condition is checked usimpgutiné (room)
statement. If no room is available, the witieocessblocks until data becomes available. When room
is available, samplaSample is written in the circular buffequeue and then gpam_V is executed
ondata .

Concurrently with the write process, the rgadcesstries to read samples from the FIFO buffer
with theread method. To read a sample, there needs to be data available. This condition is checked
using thepam_P(data) statement. If no data is available, the rgadcessblocks and remains
blocked until data becomes available. Semaphiata initially causes the blocking of the read
process but after the writgprocessexecutepam_V(data) , indicating that data is available, the read
processunblocks, taking a sample from theeue . This is followed by executingam_V(room) to
indicate that room is again available to store a new sample.
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Cycle-Accuracy and Cycle Calibration

Reading or writing a sample into the FIFO buffer takes time and must be takeadotwnt when
modeling hardware. In both the methodad andwrite we therefore included thpam_delay
(1) statements, which causes the reading and writing of samples to take time. Tharoeesk
trying to read a sample at t=10 will execute tem_delay statement in theead method and, as a
consequence, the time stamp of the rpeatesschanges from t=10 to t=11. The same applies, after
the necessary changes, for writing a sample into the FIFO buffer.

In a real hardware implementation, this reading and writing might requaick cycles. If we
take 1 time unit, which is modeled with tipam_delay (1) statement, equal to theseclock cycles,
we relate the virtual PAMELA time to the notion of clock cycles. Now each time unit is a cycle
representing: clock cycles. We calibrate a cycle by taking the number of clock cycles required to
read a sample from a buffer or to write a sample to a buffer.

5.3.3 Architectural Element Types

We have shown that we can construct a FIFO buffer to which a sample can be written or from which a
sample can be read. In the architecture template of the stream-based dataflow architectures, however,
we indicated that buffers can have various behaviors, of which the FIFO behavior is only one choice.
In the example given in Program 5.1, the behaviors of¢hd andwrite methods are fixed, while

we want them to be a choice.

Object Oriented Techniques

To implement such options, we rely on object oriented programming principles like polymorphism

and inheritance. An object is instantiated from a class definition. We can describe a hierarchy of class
descriptions usingheritance which specifies that a derived class inherits the data part and methods

of its parent class. These derived classes thus have at least the same methods as their parent class, but
they can re-implement methods usiiate bindingor polymorphism This technique allows one and

the same method to have different implementations describing different behaviors. Finally, there exists

in object oriented programmirgpstract classewhich only define methods but no implementations.

In this case, derived classes only inherit the method description and it is the responsibility of the
derived class to implement these methods. We use abstract class definitions to provide a uniform
interface for derived classes.

The Buffer Type

We use abstract classes and inheritance to describe architectural element types. For each type we
define an abstract class and derive new classes implementing the abstract methods. In this way, we
attain architectural element types with a uniform interface having different behaviors. Using abstract
classes, we defined a uniform interface that other types can use to communicate with this type, without
their knowing which behavior a type actually uses.

Architectural element typlufferhas several possible implementations (e.g. handshake, bounded,
and unbounded FIFO). Therefore we describe typffer as an abstract class defining the methods
read andwrite. Since clasbufferis abstract it does not provide an implementation for these meth-
ods. We derive new class descriptions from clagerthat represent a handshake buffer behavior, a
bounded FIFO buffer behavior, and an unbounded FIFO buffer behavior. These derived classes have
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Provides the Interface Implements the Interface
Hand
) Shake
Write

= Buffer ; Bounded
Class ‘ FIFO
Read \

Unbounded
FIFO

Abstract Class Derived Class

Figure 5.4 . The buffer class defines the interface (e.g., the read and write methods) that
other classes implement.

the same two methodsad andwrite from the buffer class via inheritance, but implement them dif-
ferently, resulting in a different behavior. The handshake buffer, the bounded FIFO buffer, and the
unbounded FIFO buffer implement the two methods using a single buffer position, a circular buffer,
and a linked list, respectively.

The separation between the abstract clasier and the three derived classes is illustrated in
Figure 5.4. Architectural element typeiffercan store data temporarily using the uniform interface
which consists of aead and awrite method. Nevertheless, tyfeiffer can store data using three
different behaviors.

For architectural elements that can have more than one behavior (see Table 2.1), we construct
abstract classes as shown in Figure 5.5. For these abstract classes, we derived classes that provide the
implementation of the methods of the abstract classes. In Figure 5.5, we see again the architectural
element typéuffer with its three implementations as described in Figure 5.4: handshake, bounded
FIFO and unbounded FIFO. One architectural element type, the processing element, does not have an
implementation. It represents a hierarchical architectural element that servesrasiaerfor other
element types.

Revised Producer/consumer System

We have revised the way we model the producer/consumer system shown in Figure 5.3. In Figure 5.6,
we show the producer/consumer system modeled using building blocks. It shows three building blocks
of which two are processing elementsdndB) that exchange samples with each other via the FIFO
buffer (FIFO Buffer). Processing elemeAtis the producer and processing elenigig the consumer.

The representation of the active building bloékandB was already explained in Chapter 4. Note
that the structural part &% andB contains references to the architectural element Byféer and not
to a FIFO buffer. In thgrocessdescription of processing elemefyt the processwrites a sample
to theOut buffer. Inprocessdescription of Processing Elemedit the processreads a sample from
theln buffer. In contrast to thprocessdescriptions given in Chapter 4, these processes start all over
again when they have written a sample to a buffer or when they have read a sample from a buffer.
Thus, these processes read and write sangoie8nuouslyin other words, they operate on streams.

The representation of the passive building blétkObuffer does not encapsulate a process, but
instead uses methods to describe the behavior of the building block. The me#iaodand write
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Base Class Abstract Classes Derived Classes
(Architectural Element) (Type) \ (Behavior)

.~ First-come-first-served
c I éRound Robin
ontroller — Time-Division-Multiplexed

: First-come-first-served
Routeré Round Robin
Time-Division-Multiplexed
> Handshake
éBounded FIFO
Buffer 3 Unbounded FIFO

o ;/: Synchronous
Pipeline Asynchronous

Architectural
Elements

Functional Element% Functional Element

_— Sample-switching
Functional Unit4 Packet-switching

Processing Element

Figure 5.5. The class hierarchy of architectural elements and different behavior imple-
mented by derived classes.

(of which the implementation is given in Program 5.1), operate on the two semapboresand

data. Strictly speaking, the structure part of the FIFO buffer is void, since this building block does
not contain structural information. However, for clarification, we included the two semaphores stored
in the data part of the object FIFO.

Notice that the processes are unaware of whether the buffers they read to or write from by call-
ing the methodsead andwrite are handshake buffers, bounded FIFO buffers, or unbounded FIFO
buffers. Theread andwrite methods of the FIFO buffer are selected via polymorphism. Note also
that the processes are shielded from the knowledge of which buffer they are reading from or writing to
in the system. Neitha@nBuffer nor outBuffer relates to a specific element in the system. Only when
a processing element is instantiated as part of total system doediféer of PEB relate to buffer
In and theoutBuffer of PEA to bufferOut.

5.4 Modeling the Architectural Elements as Building Blocks

In this section, we explain how the architectural elements of stream-based dataflow architectures are
described as building blocks. In Table 5.1, we show the architectural element types that we consider,
along with the section in which each type is discussed.

As Table 5.1 shows, we make a clear distinction between active building blocks and passive build-
ing blocks. If we describe an active building block, we describgliteess If we describe a passive
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Processing Element A Processing Element B
(Producer) FIFO Buffer (Consumer)
Structure Structure Structure
Out In

Buffer Out o—0 Semaphore room o —9© Buffer In
Write Semaphore data Read
\1/ this-pointer \1/ this-pointer
Process { Method read Process {
outBuffer.write(); Method read inBuffer.read();
} }
Behavior Behavior Behavior
Active Building Block Passive Building Block Active Building Block

Figure 5.6 . The producer/consumer system, revised to included building blocks to model
the system.

element, we describe itaethodsusing onlypam_P, pam_V, andpam_delay statements. Although

a type can have more than one behavior, we explain only one behavior. We make an exception for
functional units and functional elements of which we discuss both the packet-switching and sample-
switching of functional units and functional elements. We also make an exception for type pipeline;
for this type, we discuss both the synchronous and asynchronous pipeline behavior.

In Table 5.1, we make the distinction betwesorkload modelingand resource modeling In
the workload modeling part, we explain how we represent streams that flow through architecture
instances. In the resource modeling part, we explain architectural element types. In discussing types,
we start by describing two types that serve only as containers for other types.

In describing the structure and behavior of architectural elements, we use the same pseudo C
language as used in Chapter 4. Although pointers are used in the real code, we avoid the use of pointers
in the program descriptions, to make the code more readable. Furthermore, we used constructs of the
Standard Template Librar¢STL) [Musser and Saini, 1996] in the code. This library provides high-
level programming constructs likectorsandsets These constructs appeanastor<> andset<> .

The object on which the constructs operate is given betweesstieackets. Sometimes a vector is

used where the use of a set would be more intuitive. However, a vector can be implemented more
efficiently than a set, leading to faster execution. In general, we write C code in such a way that we
obtain the fastest executable code. In Chapter 7, we show that the speed at which we can evaluate the
performance of an architecture instance is a very important quality.

5.4.1 Packets

Streams that flow through the architecture are eaclitipared into packets, forming a stream of
packets. Packets consist of a header part and a variable data part. The data part contains samples and
the header part contains header fields. We construct objects for both data types. We created the class
Sample for the sample object, artdeader for the header object. To be able to store both types in a
buffer, we have to create an abstract clesigen from which we derive clasSamples as well as class

Header . The clasSToken thus represents an arbitrary data structure that we treated as a monolithic
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| Architectural elements Typg Section| Behavior | Passive/Active
Workload Modeling
Packet 54.1 Sample
Header
Resource Modeling
Architecture 5.4.2 Container
Processing Element 5.4.3 Container
Communication Structure || 5.4.4 SwitchMatrix Passive
Global Controller 545 FCFS Passive
Buffer 5.4.6 Bounded FIFO Passive
Router 5.4.7 FCFS Active
Functional Unit 5.4.8 Sample-Switching FU | Active
Packet-Switching FU | Active
Functional Element 5.4.9 Function Execution Passive
Packet-switching Read Active
Sample-switching Read Active
Write Active
Pipeline 5.4.10 | Synchronous Passive
Asynchronous Passive
Ports 5.4.11 | Write Ports Passive

Table 5.1. Outline of discussion of various architectural elements.
entity.

Sample

A samplehas a valugalue and carries a time stamime _stamp . The structure of a sample is given
in Structure 5.1.

Structure 5.1. THE STRUCTURE OF ASAMPLE

int time_stamp;
double value;

Object sample carries a true value that is operated upon by the function implemented by a func-
tional element. Because an individual sample can hold a value, we can simulate the functional be-
havior of an architecture correctly. This allows us to construct both uninterpreted and interpreted
performance models.

Header

A headerconsists of four fields: the base figbdse , the source fieldsource , the function field
function  and the length fieltength . The structure of a header is given in Structure 5.2.

Although header consists of four fields, we modeled it as one data structureba3éneg(Hp)
andsource (Hs) fields are involved in the routing of packets through an architecture instance. The
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Structure 5.2. THE STRUCTURE OF AHEADER

int base;

int source;
int function;
int length;

function  field (Hy) stipulates which function of a functional unit should process the data part of a
packet and, finally, thiength field (H)) indicates the number of samples contained in the data part
of the packet.

5.4.2 Architecture

Type architectureconsists of the following types: a communication structtsexmunication , a
global controllercontroller ~ , and a set of processing elemepitscessingElements . The struc-
ture of elemenarchitectureis given in Structure 5.3.

Structure 5.3. THE STRUCTURE OFELEMENT ARCHITECTURE

GlobalController controller; [* structure */
CommunicationStructure communication;
set<ProcessingElement> processingElements;

Typearchitecturecaptures the top-level structure of a stream-based dataflow architecture (see, for
example, Figure 2.1). It does not describe a behavior, because it serves only as a container for other

types.

5.4.3 Processing Element

Type processing elemerfPE) consists of a vector of input bufferBuffers , a vector of output
buffersoutBuffers , a vector of routersouters and one functional unftnctionalunit . The
structure of elemergrocessing elemerg given in Structure 5.4.

Structure 5.4. THE STRUCTURE OFELEMENT PROCESSINGELEMENT

vector<Buffer> inBuffers; [* structure */
FunctionalUnit functionalUnit;

vector<Buffer> outBuffers;

vector<Router> routers;

Type processing elememtoes not describe a behavior, because it only serves as a container for
other types. Two special kinds of PEs do exissoairce PEand asink PE The source PE produces
packet-streams and the sink PE consumes packet-streams.

5.4.4 Communication Structure

Typecommunication structureontains the parametesapacity and the semaphowhannels . The
structure of elemerdcommunication structurnes given in Structure 5.5.



104 5.4 Modeling the Architectural Elements as Building Blocks

Structure 5.5. THE STRUCTURE OFELEMENT COMMUNICATION STRUCTURE

int capacity; /* parameter */
semaphore channels; /* semaphore */

Type communication structurerovides for the communication of streams of packets between
processing elements. It has a number of channels available, the total of whicheegaalty . The
semaphorehannels s initialized with the value otapacity . The semaphore describes condition
synchronization. If we assign a value of 1dapacity , we model a bus structure consisting of
one channel. If an architecture instance contdih®utput buffers and we assign this vall# to
capacity , we model a switch matrix.

We model a switch matrix behavior of tymemmunication structuras a passive element. Its
methods are given in Program 5.2. A roypescessclaims a channel on the communication structure
using thanethodclaimChannel . It checks the availability of channels by executpagn_P(channels)

If no channels are available, the roupeocessblocks until a channel becomes available. A ropter
cesgeleases the channel by calling thethodreleaseChannel , which executepam_V(channels)

Program 5.2. METHODS OF THECOMMUNICATION STRUCTURE

method claimChannel

{
pam_P ( channels );

method releaseChannel

pam.V ( channels );

}

5.4.5 Global Controller

Type global controllercontains theouting _program , the semaphoresquests and the two pa-
rameters:service _time andcapacity . The structure of elemerglobal controlleris given in
Structure 5.6.

Structure 5.6. STRUCTURE OFELEMENT GLOBAL CONTROLLER

Program routing_program; [* parameters */
int service_time;

int capacity;

semaphore requests; /* semaphore */

Type global controllersteers the flow of packet streams through an architecture instance. It in-
cludes aouting programcontaining the information that routers use to route packet streams through
an architecture instance. For that purpose, routers interact with the global controller, which provides
new header information (how this is done is explained later when we discuss routers). The router uses
this information to update the header information of the packet that it is currently processing. The
global controller also provides a reference to an input buffer. A router must send the packet that it is
currently processing to this referenced input buffer.
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The global controller can handle a certain amount of requests from routers in parallel, as indicated
by the parametetapacity . The semaphoreequest s initialized using this parameter value and
describes mutual exclusion. When a router posts a request to the global controller, it takes the global
controller a certain amount of time (in cycles) to serve that request. The paraeeiee _time
indicates how many cycles such a request takes, describing execution time in terms of the PMB.

The global controller contains a routing program. This is a list of entries in which each entry
contains three fields: base valugafunction value and areferenceto an input buffer. These three
fields are part of the programming model of stream-based dataflow architectures (which we explain
in detail in Section 5.6). The global controller can address the entries in the list. It uses the base field
of a received header to do this. An example of a program list is given in Table 5.2, where the first
column defines the address of an entry and the three values next to the address describe the content of
the entry: the three fields mentioned previously. Suppose a header arrives at the global controller. The
base field of this header carries the value 2. The global controller must therefore look up the entry
with address 2, which is represented in Table 5.2 by the gray box. This entry contains the value 4 for
the base field, the value 1 for the function field and references to input Bufer

Address|| Base| Function | Input Buffer
1 2 0 B.O
.2 k& 1, [BO List of Entries
3 4 1 \|B.1
Address of an Entry Entry

Table 5.2. Example of a routing program of the global controller.

We model the FCFS behavior of tygéobal controlleras a passive element. One of its methods
is given in Program 5.3. The global controller also implements methods similar to the ones described
in Program 5.2 that are callethimController andreleaseController . These methods op-
erate on semaphorequests . After a routerprocessclaims the global controller usingethod
claimRouter , it calls themethod newHeader to access the global controller.

The global controller decodes the received heatteader , to gain access to the base field of
the header. This gives the addressiress of the required entry in the routing program. Before
the global controller assigns new values to the header, it gives the value of the base field to the source
field of the header, as part of the programming model. Next, the base and function fields receive a new
value based on values stored in the entry in the routing program. Thisstakee _time cyclesand
is modeled by delaying the routprocessinteracting with the global controller fatervice _time
cycles using thgpam_delay statement. After this delay, the global controller returns a reference to
a new input buffer part of an architecture instance. The rquiaresswill send the packet that it is
currently processing to this input buffer.

5.4.6 Buffer

Typebuffercontains the parameteapacity , and two semaphoresom anddata . The structure of
elementbufferis given in Structure 5.7.

Type buffer interconnects either the input of a functional unit to the communication structure
or the output of a functional unit to a router. A buffer can store a particular number of samples,
as given by the parameteapacity . The buffer initializes the semaphat@m with the parameter
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Program 5.3. GLOBAL CONTROLLER METHODS

method newHeader( aHeader )

/I Get The Address from the Base
int address = aHeader.getBase();

/I Assign the Base field to the Source Field
aHeader.setSource( aHeader.getBase() );

/I Get New information from the Program
aHeader.setBase( program[address].getBase() );
aHeader.setFunction( program[address].getFunction() );

pam_delay ( service_time );
/I Determine new input Buffer

input_Buffer = program[address].getBuffer();
return input_Buffer;

Structure 5.7. THE STRUCTURE OF ABUFFER

int capacity; /* parameter */
semaphore room; /* semaphores */
semaphore data;

capacity and initializes the semaphodata with a zero value. Both semaphores describe condition
synchronization.

We model the bounded FIFO behavior of tyméfferas a passive element. Its methods are given
in Program 5.4. This program describes the implementation ofithod read and themethod
write  of a FIFO buffer (These two methods were also discussed in Section 5.3).

The bounded FIFO buffer usegjaeue to store tokensvector<Token> ). When a routepro-
cessreads aToken ! from a FIFO buffer using thenethod read , the readmethod first executes
pam_P(data) . If no Token is available, the router blocks, implementing a blocking read. It remains
blocked until new data becomes available. Otherwise, themeslod continues by readingBoken
from the queugueue . After the readnethodreads th@oken , it executepam_P(room) toindicate
that new room is available on the FIFO buffer.

When a routeprocesstries to write aToken into the FIFO buffer, it uses theethod write
The processexecutegpam_P(room) . If no room is available in the FIFO buffer, the rouf@ocess
blocks, implementing a blocking write. The roufgpcessremains blocked until new room becomes
available. Otherwise, thprocesscontinues by storing th€oken in the queue. After th&oken is
stored, thgrocessexecutepam_V on semaphordata , using the write method, to indicate that new
data is available on the FIFO buffer.

Before a routeprocesswrites to an input buffer, it must first have exclusive access to this buffer.
For that purpose, the input buffers are extended with a semaphore that implements mutual exclusion.
This semaphore is claimed and released in a similar way as used in the communication structure and
global controller (described in Program 5.2).

We sayToken , because it can be eitheSample object or aHeader object
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Program 5.4. THE METHODS OF AFIFO BUFFER

method read

{

pam_P (data); /I Is there data available?
aToken = queue[readfifo]; /I Read from the buffer
readfifo = (++readfifo)%cap;

pam.V (room); /I Tell there is room again

method write( aToken )

{

pam_P (room); /I Is there Room on the FIFO?
queuefwritefifo] = aToken; /I Write in the buffer
writefifo = (++writefifo)%cap;
pam.V (data); /I Tell there is data available
}
5.4.7 Router
TypeRoutercontains a reference to a global controtlentroller  , a reference to the communica-

tion structurecommunication  and a buffeibufferin . Its structure is given in Structure 5.8.

Structure 5.8. ROUTER

Controller controller; [* structure */
CommunicationStructure communication;
Buffer bufferln;

Type router is responsible for the routing of packets produced by a functional unit to its new
destination in an architecture instance, via the communication structure. A router interacts with the
global controller for each packet to provide arriving packets with new header information.

We model the FCFS behavior of typeuter as an active element. Ifgocessis given in Pro-
gram 5.5. It starts by reading a header from the bujtéferin , which connects to the router at
its read side and a functional unit at its write side. It takes the rqurteress4 cycles to read in a
header (i.e., one cycle for each header item). Then the rpubeessclaims the global controller
controller to get new header information and a reference to a butf8uffer . The routepro-
cesssends the packet-stream from thfferin  to theoutBuffer . Before it can do this, it must
claim a channel on the communication structtmemunictionStructure . In addition, the router
processchecks whether theutBuffer s available?. When both a channel and thetBuffer ~ are
available, the routegprocessreads in a sample from bufféufferin  and writes out the sample to
bufferoutBuffer , taking in total one cycle. The routprocessrepeats this routine until it has read
and written anumberOfSamples samples to the new input buffers, describing the conditional control
flow of the PMB. The routeprocessreleases theutBuffer ~ and the channel on the communication
structure and starts all over again with reading a new header.

2The nameinBuffer  andoutBuffer  buffer are given as seen from the router, because of the localized references
technique. This sometimes leads to confusing names because the output buffer of a router is the input buffer connected to a
functional unit.
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Program 5.5. A FIRST-COME-FIRST-SERVED ROUTER PROCESS

process FCFS_router {
/I Read Header
header = bufferin.read();
pam_delay ( 4 );

controller.claimController(); {
/I And decode to which new buffer the data should go
bufferOut = controller.newHeader( header );
/I Assign the output Buffer to the outputPort
outputPort( bufferOut );

controller.releaseController();

communicationStructure.claimChannel(); {
bufferOut.claimBuffer();
{
/I Send out the New Header
bufferOut.write( header );
pam_delay ( 4 );
/I Determine how many Samples are in a Packet
numberOfSamples = header.getLength();
/I Read the rest of the packet!
for numberOfSamples do {
aSample = bufferin.read();
pam_delay ( 1 );
bufferOut.write( aSample );
}
}
/I Packet is processed, we can continue
bufferOut.releaseBuffer();
}
communicationStructure.releaseChannel();
}
}
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5.4.8 Functional Unit

Type Functional Unit(FU) consists of a vector of input poiitgoutPorts  , a vector of output ports
outputPorts  and a vector of functional elementpertoire . The structure of elemeRunctional
Unitis given in Structure 5.9.

Structure 5.9. STRUCTURE OF A FUNCTIONAL UNIT

vector<ReadPort> inputPorts; [* structure */
vector<WritePort> outputPorts;
vector<FunctionalElement> repertoire;

Type FU contains of a number of functional elements (FE) which defines the repefigjsee
Equation 2.1). At run-time, the FU selects the correct FE to execute. Besides activating the correct
FE, it also strips off headers from packets at input ports and prepares new headers on output ports.
Two special kinds of FUs exist: source FUand asink FU. A source FU does not have input ports.

A sink FU does not have output ports. A source FU is exclusively part of a source PE, and a sink FU,
of a sink PE.

We model the behavior of typeE as an active element. The process describing the behavior is
referred to as the local controller of the FU. The local controller can describe two different behaviors:
a packet-switching behavior where the local controller switches between FEs in between packets, and
a sample-switching behavior where the local controller switches between FEs in between samples.

We are now going to discuss the behavior of the local controller for the packet-swifmoicess
described in Program 5.6 and the sample-switcpiogessdescribed in Program 5.7.

Packet-Switching

The packet-switchingrocessswitches between FEs on the boundaries of packets. In this mode, the
FEs of the repertoire can share input and output buffers (or ports, because a buffer connects to a port)
of a FU. A special port, thepcode portwhich connects to the opcode buffer), is reserved for the
run-time selection of the FE. The header arriving at the opcode port is used by the local controller to
activate a specific FE. The opcode port is always the first input port of a FUnfpugPorts[0] ).

We have explicitly named this port (and buffer) to emphasize its special role.

A model of a FU is depicted in Figure 5.7. The FU has two input ports and two output ports
(represented by black circles in the figure). The repertoire of the FU consists of twd-Egsind
FE,. The FEs connect via their ports to the ports of the FU. This is callelititéngof the FE to the
FU. In this mode, FEs always share the opcode port of the FU. In the example of Figure 5.7, the two
FEs also share an output port of the FU.

The processrepresenting the local controller of the FU is represented as the white disc in Fig-
ure 5.7. Although not shown explicitly in the figure, fh@®cessconnects to all input and output ports
to strip off headers from read ports and prepares new headers on write porfgotassactivates a
FE using the semaphor&secute andDone.

The packet-switchingrocessstarts by reading a header from thpcodePort . It gets the correct
function fieldfunc from the header vianethod getFunction . Next, theprocessselects from the
vectorrepertoire thefunc -th FE. Theprocessstrips off the header from the input ports of this
FE and places new headers on the output ports of this FE. Nexprdkessactivates the FE from
the repertoire by executingam_P(fe.execute) . This semaphore is connected to the functional
elementfe . This is directly followed by executingam_V(Done) , which causes therocessto
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Figure 5.7 . Model of a Packet-Switching FU.

block: theprocesshas given control to the functional elemédat. In packet-switching mode, the
functional element will readength samples from the opcode port before it returns control to the
FU. The functional element returns control by executpagn_V(Done) . This causes the blocked
processto continue, which will start all over again by reading a header from the opcode port. The
semaphoreExecute andDone describe a dependency between the FU and a functional element and
thus describe the condition synchronization of the PMB.

Program 5.6. THE PACKET-SWITCHING PROCESS

process packet_controller {
/I Read a Header from the Opcode Buffer

header

= opCodePort.readHeader();

/I Determine the correct function of the repertoire

func

= header.getFunction();

/I Resolve which function from the repertoire we want to use
fe = repertoire[func];

/I How many Inputs and Outputs do we have for the function

inputPorts = fe.getlnputBufferVector();

outputPorts = fe.getOutputBufferVector();

/I Read Header from the Buffers, except the Opcode Buffer

foreach inputport € inputPorts  \{opCodePort} {
inputport.stripHeader();

}
/I Prepare a Header on the Outputs that are involved
foreach outputport € outputPorts {

outputport.pushHeader( header );

fe.setLength( length );
pam.V ( fe.execute ); // hand over control to the functional Element

pam_P ( fe.done); // Wait until the Functional Element terminates
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Sample-Switching

The sample-switchingrocessswitches between FEs on the boundaries of samples. In this mode,
FEs cannot share buffers and each FE requires its own set of input and output buffers. Each buffer
relates exclusively to a particular FE. In sample-switching mode, the function field is not used to select
the correct FE from the repertoire. The sending of a packet to a particular buffer already determines
which FE will operate on the data part of the packet. Nonetheless, each FE requires its own opcode
port. The header read from this port is needed to create new headers on the output ports of a FE and
to determine when to read the next header, beciaugéh samples are read from the opcode buffer.
In Figure 5.8, a sample-switching FU is shown that has a repertoire of two functional elefEgts:
andFE;. Each FE has its own set of input and output buffers. Each FE also has its own opcode port.
The processrepresenting the local controller of the FU is represented as the white disc in Fig-
ure 5.8. It describes a Round Robin scheduler that decides which FE to activate using the semaphores
Execute andDone.

/\ 1 Functional Element 0
N

1

Opcode Port : |

{ : : Functional Element 1

7 oy

Local
CXect Controller
Opcode Port 7
Input Ports Sample-Switching Output Ports

Process

Figure 5.8 . Model of a sample-switching FU.

The processchecks whether all FEs from the repertoiepertoire are runnable in a Round
Robin fashion (What is required for an FE to be runnable, will be explained later when we discuss
the FEs). Therocesschecks whether a FE is runnable by testing the semapbesecute  using
the pam_T statement of the Run-Time Library. A semaphore is eithleckingor non-blocking
If semaphorefe.execute  of FE fe tests as being blocked (i.eREQUESY, it represents a re-
quest to the Round Robin scheduler that it wants to execute. pideessactivates the FE (i.e.
pam_V(fe.execute) ) and waits until the FE finishes (i.pam_P(fe.done) ).

When none of the FEs in the repertoire has posted a request at a particular time ifisttree
processtries again to check the FEs one cycle later (i.e., at flime 1) by advancing its time using
thepam_delay (1) statement.

5.4.9 Functional Element

Type Functional Elemen{FE) consists of a vector of input poritgutPorts , a vector of output
portsoutputPorts , a pipelinepipeline  and a functiorfunction . It also contains the parame-
terslatency andinitiation _period and the semaphoresecute anddone. The structure of
ElementFunctional Elemenis given in Structure 5.10.

Type functional elemenéexecutes functioffie _function  on the data part of packets. It reads
this data from the input ports with a particular throughput, given by the pararinétetion
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Program 5.7. SAMPLE SWITCHING FU PROCESS

process FUsample_controller {

activate = false;

/I Check requests to execute from all FEs in the repertoire

foreach fe € repertoire {
if ( pam.T ( fe.execute ) == REQUEST ) {
activate = true;
pam.V ( fe.execute ); // Grant the Request
pam_P ( fe.done ); /I Wait until FE terminates
}

}

if (activate == false) {
/I No FE posted a request, advance
/I time by one cycle and try again
pam.delay (1);

Structure 5.10. THE STRUCTURE OF AFUNCTIONAL ELEMENT

vector<ReadPort> inputPorts; [* Structure */
vector<WritePort> outputPorts;

Pipeline pipeline;

Function fe_function;

int latency; /* Parameters */
int initiation _period;

semaphore execute; /* Semaphores */

semaphore done;
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period 3. Functions in the domain of signal processing are often pipelined. Therefore, samples
reside in the FE for a certain amount of time depending on the depth of the pipeline. The parameter
latencyindicates how many stages a pipeline contains. We indicate each stage as $leirig the
pipeline.

Type functional element consists of three parts, as shown in Figure 5.9. It consistsaoffert,
apipelineand awrite part. We model the read and write parts as active elements and the pipeline as a
passive element. A FE has a rgmdcessand a writeprocesswhich are both given as white circles
in Figure 5.9. The pipeline is shown in between the two processes. The semapherepate and
done relate only to the reagrocessand describe the same semaphores as given in Figure 5.7 and
Figure 5.8.

In describing the functional element, we first look at how functienfuntion  executes, fol-
lowed by a discussion on the repmbcessand writeprocessof a functional element. The pipeline is
discussed later in Section 5.4.10.

Read Process executes the function of the FE

process

v WritePort

ReadPort

A\
1
1
T
1
1
1

execute done

Figure 5.9 . Model of a functional element.

Function Execution

The FE executes a signal processing function. For that purpose, thproeasscalls themethod
executeFunction22 as given in Program 5.8. This causes the functéorunction  to execute,
consuming two input samples and producing two output samples.

When the reagrocessexecuteamethod executeFunction22 it starts to read the samples
sample0 andsamplel from respectively input portgortin[0] andportin[1] of the FE. The
samples read by calling threethod getSample  belong to the data part of packets because the local
controller of the FU has already removed the headers on both ports. After reading the samples, the
functionfe function  executes, consuming the two input samples while producing the two new
samplesiew_sample0 andnew_samplel .

The functionfe function is not pipelined, since it does not operate concurrently on different
sets of samples. Nevertheless, we want to describe pipelined functions. Hence, we have to model the
pipeline behavior explicitly, as we explain next.

Modeling Pipeline Behavior Suppose we wantto describe the behavior of a function that is pipelined
latency slots® deep. If we put a new sample in the pipeline at each new cycle (eigitibeion _period
equal one), the first sample should leave the pipdtiteacy cycles later at the earliest. Using this

3Recall that the iitiation period is the reciprocal of thughput
4Also referred to as thdepthof a pipeline
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Program 5.8. EXECUTE A 2 INPUT, 2 OUTPUT FUNCTION

method executeFunction22 {
sample0 = portIn[0].getSample();
samplel = portin[1].getSample();

/I Execute the FE-function
(fe_function)(sampleO, samplel, &new_sampleO, &new_samplel);

/I Calculate when these Samples are ready to leave the FE
leave_time = pam_time () + (latency * initiation _period );

/I Pass the Execution to the sample
new_sampleO.setTime( leave_time );
new_samplel.setTime( leave_time );

/I Put results in the Pipeline
pipeline_portIn[0].putSample( new_sample0 );
pipeline_portin[1].putSample( new_samplel );

assumption, we model a pipeline as follows. The rpaitessexecutes the functiofe _function
instantaneously. Let the function produce new samples at, say, time ingtaiibe readprocess
calculates for these samples a timpewhich is the time instance at which these samples are allowed
to leave the FE. The timg is calculated as

t; =t + latency. (5.1)

The timet; is stored in the time stamp (see Structure 5.1) of the samples produced by the function
fe function and the reagrocessputs the samples in the pipeline.

The pipeline is basically nothing more than a FIFO queue. When thereadsswrites samples
in a slot, all slots in the queue move one place. At the end of the queue, thevatdesswants to
read a slot with samples. However, the pipeline does not give the slot to thepvaitessbefore the
time ¢’ of the writeprocessequals or is greater than the time statnpf the samples stored in the slot
read by the writgprocess

>t (5.2)

When the time of the writprocesssatisfies Equation 5.2, the pipeline allows the wgtecessto
read the slot. As a consequence, the wpitgecesswrite the samples contained in the slot to output
ports at time; or later. Thus the samples leave the FE at the correct moment in time.

The initiation period valunitiation _period influences theesidence timef samples in the
pipeline. If the initiation period of a FE increases, for example from one sample per cycle to one
sample per 2 cycles, the residence time of the sample in the pipeline increases. The pipeline of the FE
is filled with new slots at a lower pace. The time the samples can leave the FE instead becomes equal
to

t' >t + (initiation_period x latency) (5.3)

Notice that we have completetyncoupledhe function’s execution from the time it takes to execute.
This provides a very flexible way to change the behavior of the function, without needing to rewrite
the function. We only have to change the parametesacy andinitiation _period to obtain a
function that behaves as if it were pipelined more deeply.
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We defined a specific method in Program 5.8 to execute a function with 2 input arguments and 2
output arguments. It would be more convenient to have a generic method that calls any function with
n inputs andn outputs. However, a C function call always requires a fixed number of input arguments
while producing a fixed number of output results. Therefore, a generic solution is not possible and
we need a specific method for all different combinations of numbers of input arguments and output
results.

Read and Write Processes of a Functional Element

Type FE can have two possible behaviors: a packet-switching behavior or a sample-switching be-
havior. The packet-switching and sample-switching behaviors differ in how they describe the read
process but the writeprocessis the same for both behaviors.

Packet-Switching Read Process of a FE A FE in packet-switching mode has a repibcessas
given in Program 5.9. When thfgocessstarts, it immediately blocks cexecute using apam_P.
The FU in which the FE resides can activate finecessby executingpam_V(execute) . See, for
example, the end of Program 5.6 which describes the packet-switploegssof a FU. Here the
pam_V is executed on semaphodieexecute , which is the same semaphoreexgcute . When
the processunblocks, it gets into a for-loop to guarantee that it reledgth samples from the
opcode port. In the loop, the FE tries to get a slot on the pipgiipetine . It blocks if no slot
is available. If a slot is available, the reptbcessexecutes thenethod executeFunction22 as
shown in Program 5.8. This causes the execution of funétiofunction  and the function results
are stored in the pipeline. Following this, the rgadcessindicates to the pipelingipeline  that
new data is available by executimgethod readSlot  of the pipeline. Next, the reaprocessis
delayedinitiation _period cycles using thgpam_delay statement. After the reaprocesshas
readlength data samples from the opcode port, it execy@s_V(done) . The readprocesshas
processed a complete packet from the opcode buffer and gives back control to the local controller. This
describes the conditional control flow of the PMB. After the control is given back, thepreagss
blocks again on thpam_Pexecute until the FU re-activates the FE.

Sample-Switching Read Process of a FEA FE in sample-switching mode has a rgadcessas

given in Program 5.10. Recall that FEs do not share buffers in sample-switching mode. Therefore we
model the header processing within the readgkcess which is differently from the packet-switching
mode, where the header processing is done by the local controller of the FU.

The readprocessstarts by reading a header from the opcode buffer. This is followed by re-
moving headers from other input poitgutports  and producing new headers on the output ports
outputports . After the header processing, the rgadcessgets in a for-loop to make sure it reads
at leastiength samples from the opcode port. The rgadcesstries to get a slot on the pipeline
pipeline . If a slot is available, the reagrocessexecutes thenethod executeFunction22 as
shown in Program 5.8. This causes the execution of funétiofunction  and the function results
are stored in the pipeline. Then the rgadcessposts to the Round Robin scheduler of the FU in
which it resides that it wants to execute. It execytas P on semaphorexecute , which is the
same semaphore &sexecute  in Program 5.7, and describes the sample-switcpiogessof a
FU. The reagrocessblocks on the semaphore and remains blocked until the Round Robin scheduler
grants the reagrocesspermission to proceed by executipgm_V(execute) . What follows after
that was explained when discussing the rpaatessin packet-switching mode. The only difference
is that the reagbrocessalready executegam_P(done) already after it has processed one function
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Program 5.9. READ PROCESSFUNCTION OF A PACKET-SWITCHING FE

process execute_packet {
/I Wait until the local controller of the Functional Unit reads the
/I Headers from the input ports
pam_P ( execute );

/I Read at least the complete data part of the Opcode port
for i=0 to length step 1
{

/I Get a write slot on the Pipeline
pipeline.getReadSlot();

/I Call the Function
Execute_Function22();

/I Arguments are stored in Slot, and stable
pipeline.readSlot();

/I Model the throughput of this Functional Element
pam_delay ( initiation _period );

}

/I Complete Packet is processed, indicate to the FU this FE is done

pam.V ( done );

execution. Therefore, the Round Robin scheduler can execute anoth@reeadsof another FE in
the next cycle. Finally, the regatocesscontinues until it has realdngth samples. Then the read
processhas processed a complete packet from the opcode buffer and theroeadsstarts to read a
new header from the opcode port.

Write Process of a FE The writeprocessis the same for packet-switching and sample-switching
FEs. It is given in Program 5.11. The wripgocessstarts by obtaining a slot from the pipeline
pipeline  using themethod getWriteSlot . If no slot is available, the writprocessblocks. If a

slot is available, the writprocessreceives the samples from the pipeline slot and puts them into the
appropriate output port, using theethod putSample . The writeprocessreads the slot only when its

time matches the time stamp of the samples. How this takes place is explained later when we discuss
the pipeline. After the writ@rocesshas written all the samples of the pipeline slot into the output
ports, it releases the pipeline slot using thiteSlot  method. This frees up a slot in the pipeline

for use by the reagrocessof the FE.

5.4.10 Pipeline

TypePipelineconsists of a vector of input poiitjputPorts ~ and a vector of output portsitputPorts
It also contains the two semaphoresm anddata . The structure of elemepipelineis described in
Structure 5.11.

Type pipeline models the pipeline in a FE. A regatocessputs samples onto the read ports
inputPorts . A write processputs samples onto the write potistputPorts . There are always as
many input ports as output ports. Besides ports, the pipeline accommodates ajapieu®f slots
(vector<slot> ). Thisis a FIFO queue, implemented as a circular buffer. A slot on the queue con-
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Program 5.10. READ PROCESSFUNCTION OF A SAMPLE-SWITCHING FE

process execute_sample {

/I Read a Header from the first input Buffer
header = opCodePort.readHeader();

/I Read Header from the Buffers

/I Start at 1, because the Opcode buffer is already read

foreach inputport € inputPorts  \{opCodePort} {
inputport.stripHeader();

/I Prepare a Header on the Outputs that are involved

/I The binding is already resolved in the FE

foreach outputport € outputPorts {
outputport.pushHeader( header );

}

length = header.getLength();
for i = 0 to length step 1{

/I Get a write slot on the Pipeline
pipeline.getReadSlot();

/I Call the FE Function
Execute_Function22();

/I Tell the Functional Unit we have the samples
/Il and want to execute the function
pam_P ( execute );

/I Arguments are stored in Slot, and stable
pipeline.readSlot();

/I Model the throughput of this Functional Element
pam_delay ( initiation _period );

/I Tell the Functional Unit we are done with the samples
pam.V ( done );

Program 5.11. WRITE PROCESSFUNCTION OF AFE

process FE_writeprocess {
/I First we get the arguments from the Pipeline
pipeline.getWriteSlot();

i=0;

/I Read a sample from the pipeline slot to the

/I Appropriate output port

foreach outputport € outputPorts {
aSample = pipeline_portOut[j].getSample();
outputport.putSample( aSample);
=i+ 5

}

/I Give the slot free

pipeline.readSlot();
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Structure 5.11. THE STRUCTURE OF APIPELINE

vector<ReadPort> inputPorts; /* Structure */
vector<WritePort> outputPorts;

semaphore room; /* Semaphores */
semaphore data;

sists of a vector of samplesector<Sample> ). The number of samples stored in the slot depends

on the number of output ports of the FE. If a FE has three output ports, then a slot contains three
sample positions. The latency paramétegncy of the FE function stipulates the number of slots
contained in the queue. Thus, if the function has a latency of 7, then 7 slots are accommodated in the
queue.

A pipeline is shown in Figure 5.10. It has two input ports, two output ports and a queue containing
seven slots. Each slot can store two samples. The semaphoresnddata provide the synchro-
nization between the regofocessand write processconnected to the pipeline. The semaphores
describe condition synchronization.

Slot

ReadPorts WritePorts

Figure 5.10. Model of a pipeline. It has two input ports, two output ports and a queue
containing seven slots. Each slot can store two samples.

Typepipelinehas two behaviors: synchronouand anasynchronougipeline behavior.

A synchronous pipeline allows a writeprocessto take a slot only if all of the slots in the pipeline
are full. If the writeprocessreads a slot, it cannot read a new slot until the neadesswrites
a new slot.

An asynchronous pipeline has its reagbrocessuncoupled from the writprocess A write process
can read slots from the pipeline while a rgadcessis blocking and a reagrocesscan write
slots while a writeprocessis blocking. If the writeprocessreads slots, empty slots appear in
the asynchronous pipeline that are also referred bubbles A readprocesscompresses these
bubbles when it writes slots while the wripeocessblocks.

We model the behaviors of tygepelineas a passive element. Program 5.13 goes with the read
method of a pipeline. Program 5.12 goes with the writethod of a pipeline.

The Write Methods of Pipelines

The write methods of a pipeline are given in Program 5.12. When a pndigessdemands a slot

from the pipeline using thmethod getWriteSlot  , the writeprocesschecks the semaphodata

using thepam_P statement to verify whether a full slot is available in the queuesue . If so, then

the writeprocessreceives the slot from the queue. It takes out a singe sample from the slot, namely
the one at slot position 0. The wripgocesschecks the sample’s time stamp, which indicates when
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the sample should leave the FE. The wptecesscalculates the differenagelay between the time
of the time stamp and its own current time as givenpbyn_time. If delay is less than zero, the
current time is ahead of the time stamp. In this case, the sample must have experienced some delay
because of congestion. Nevertheless, it is ready to leave the B&8ajf is greater than zero, then
the writeprocessdelays itseldelay cycles, using thpam_delay statement. After the elapse of this
delay time, the samples of the slot leave the FE at the time instance calculated by theoess

After the writeprocesshas received a slot and hasitten all the samples of the slot into output
ports, it signals that the slot is available again, using¢hadSiot method. This method executes
pam_V(room) , which indicates to the regutocessthat a free slot is again available.

Program 5.12. THE WRITE METHODS OF PIPELINES

method getWriteSlot
{
/I Is a slot with data available?
pam_P (data);
slot= queue[readfifo];
readfifo = (++readfifo)%cap;

/I Get a sample from the slot
aSample = slot[0];

/I Check time stamp against the current time
delay = aSample.getTime() - pam.time () ;

/I Slow down the sample if needed
if (delay > 0) {
pam_delay ( delay );
}
}

method  writeSlot

--full_slots;
/I There are free slots available
pam.V (room);

}

The Read Methods of Pipelines

The read methods of a pipeline are given in Program 5.13. Thepeagssclaims a slot on the
pipeline using thenethod getWriteSlot . The readprocessdetermines whether a slot is available

by checking the semaphorgom using apam_P. If a slot is available, then the pipeline receives the
slot from the queue. Moreover, the reacessinitializeseach slot pasion to NULL This becomes
important when multi-rate functions are used. In that case the function does not always produce
samples (this will be explained in Chapter 6, when we discuss stream-based functions). The ‘NULL
allows the writgprocessto distinguish between a new written sample and empty slot positions, so that
it knows whether it has to write a sample to an output port or not.

When a reagbrocesshas written to a slot, it uses tmeethod readSlot  to signal that the slot
contains data. We model the distinction between synchronous and asynchronous pipelines in the way
we define thenethodreadSlot  in Program 5.13. The firgstadSlot methodis for a synchronous
pipeline. Thismethod indicates that data is available only when all slots of a pipeline are occupied.

If a pipeline containgap slots, data is only available wherap slots are full. If the pipeline is
full (i.e. full _slots equalscap), the readprocessindicates that data is available by executing
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pam_V(data) . Hence, a writgorocesscan read a slot from the pipeline only when the rpeatess
completely fills the pipeline.

The secondeadSlot methodin Program 5.13 is for an asynchronous pipeline. In this case, the
readprocesswrites slots which the writprocessreads as soon as they are written usingtie¢hod
getReadSlot . The writeprocess however, is delayed until its time stamp has the correct value. In
the case of an asynchronous pipeline, the pradesssignals immediately that data is available after
it executes theeadSlot method, by executingam_V(data) .

Program 5.13. THE READ METHODS OF A PIPELINE

method getReadSlot
{
/I 1s there a slot available on the Pipeline?
pam_P (room);
slot = queue[writefifo];
writefifo = (++writefifo)%cap;
foreach sample € slot {
sample = NULL;
}

method ReadSlot (Synchronous Pipeline)

full_slots++;
/I Only when the pipeline is completely full, data becomes available
if (full_slots == cap)

pam_V (data);
method ReadSlot (Asynchronous Pipeline)

full_slots++;
pam.V (data);

5.4.11 Ports

Ports act as interfaces between different architectural elements. For example, they handle the headers
in the FUs and FEs. Ports of FUs and FEs interface to input or output buffers. Pipeline ports interface
between the reagrocessand writeprocessand the pipeline. Ports come in different variants. We

now take a closer look at one of them, the write port which connects to output buffers. This port
processes the new headers on the output ports. It also determines the time it takes to write a sample to
an output buffer.

Write Port

The structure of a write port of a FU (or a FE, because, for that matter, in both cases the write ports
are the same) is given in Structure 5.12. The structure description should actually contain only the
bufferoutBuffer , but for an explanation of how ports behave, we show other elements as well.

The write port connects to the buffeatBuffer . It processes the headers that precede streams
of samples produced by FEs. Both the packet-switchbimogessof a FU and the sample-switching
readprocessof a FE push headers onto the quéraderQueue in the write port. The write port
keeps track of the status of a packet using the varidblegh andstate . Finally, the write port
has a variabl®ffset which plays an important role in the programming model of the architecture,
as we explain in Section 5.6.
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Structure 5.12. THE STRUCTURE OF AWRITEPORT

Buffer outBuffer; [* structure */
deque<Header> headerQueue;

int length;
int state;
int Offset;

The write port requires a header queue, because FEs are pipelined. It can happen that a packet-
switchingprocessof a FU or sample-switching regatocessof a FE tries to push a header onto the
write port usingmethod pushHeader before the processing of the previous packet has completed. A
readprocesscan already start to process a new packet before the pvdtesshas finished processing
the old packet. Nevertheless, a write port knows when a packet is done, using the two state variables
previously mentioned. The variablngth indicates the length of the packet. The variaditee
keeps track of the progress made with the filling of a packet of Ielegtith

The methods of a write port are given in Program 5.14. The ridbeessof a FE writes samples
to a write port using thenethod putSample as shown in Program 5.11. Because the function of
a FE does not necessarily produce results on its outputs, it may beStivaple represents &lULL
instead of a sample. If HULL is present, it is ignored because it indicates that the function did not
produce a result. Otherwise the wiitecesschecks whetheaSample is the first sample of a packet.

If so, it writes a header, followed by sampi8ample .

Writing a sample to this output port and thus to the output buffeéBuffer  requires one cycle
for the write processand is modeled with @am_delay statement. When a writgrocessof a FE
writes a sample at time instangat can write the next sample no sooner than at time instarcé.

When the writeprocessmust write a header, it pops the first header fromHbaderQueue .

It modifies the base field of the header by adding an offeétét ) to the base field. Within the
method writeHeader , the writeprocessobtains thdength of the header and, finally, the write
processwrites the header to the output buffer. This takes four cycles, as modeled parthdelay.
The writeprocessthus experiences an additional delay of 4 cycles when writing a header.

5.5 Describing an Architecture Template

The building blocks discussed in the previous section need to be combined to describe an architecture
instance of the architecture template of stream-based dataflow architectures. In this section, we look
at how we can describe an architecture template and how we can specify a given architecture instance
of the architecture template. Moreover, we describe how building blocks are combined to realize an
executable architecture instance.

5.5.1 Composition Rules

We describe an architecture template in termsahposition ruleghat state which architectural
element types are allowed to connect with each other and to what extent. We (Backus-Naur
Form (BNF) [Backus and Naur, 1959] to describe these composition rules.

At the top level, stream-based dataflow architectures consist of a global controller, a communi-
cation structure and a list of processing elements as explained in Chapter 2. The composition rule
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Program 5.14. WRITE PORT METHODS

method pushHeader( aHeader )

headerQueue.push( aHeader );

}
method putSample ( aSample )

/I Write the data if valid
if (aSample != NULL)
/I Sample is valid
if ( state == 0)
/I First Sample, write the Header First
writeHeader();

/I Write the Sample
pam.delay ( 1 );
output_buffer.write( aSample );
state = ++(state)%length;

method writeHeader

{
/I Each time we write a Header, we have to take it off the Queue
header = headerQueue.pop();

/I Get the correct offset of the output port
header.setBase( header.getBase() + Offset );

/I Get the length of the packet
length = header.getLength();

/I While writing the Header, give back control to caller
pam_delay ( 4 );
output_buffer.write( header );
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expressing this top-level structure is expressed in BNF as follows:

Architecture := Global _Controller Communication _Structure List _Of _Pes

Next, we further specify what a list of processing elements (PEs) implies. A list of processing
elements should contain at least one or more processing elements. We express this requirement in a
recursive way as follows:

List _of Pes := PE
| List _of _Pes PE

In this rule the 1” symbol indicates a choice: we can select this df)(that. Thus, we select
either a single PERE) or a list of PEs(ist _of _Pes) that could again consist of a single PE or a list
of PEs, and so forth. Different variants exist of a processing element. They can either be a regular PE,
a source PE, or a sink PE. The composition rule describing the existence of these three types is stated
in BNF as follows:

PE := Regular _PE
| Source _PE
| Sink _-PE

Recall that the [ symbol indicates a choice. If we look further at these three variants, then we
see that each variant has its own set of requirements in terms of the functional unit type, the use of
input and output buffers and the use of routers. The composition rule expressing these requirements
for each of the three PE variants is as follows:

Regular _PE := Input _Buffers FU Output _Buffers Routers
Source PE = Source _FU Output Buffers Routers
Sink _PE = Input _Buffers Sink _FU

We can continue to construct composition rules until we have completely described the architec-
ture template of stream-based dataflow architectures. We have done just that; the BNF rules describing
the complete architecture template of stream-based dataflow architectures are given in Appendix A.

5.5.2 Architecture Description Language

The composition rules used to describe the architecture template can also be used to dgfara-the

mar of a language. We use the BNF rules of Appendix A to define the grammar éfrth&ecture
Description Languagé/Ne can use this language to describe architecture instances of the architecture
template.

To compare a textual description of an architecture instance with the grammar, we used the tools
Flex[Paxson, 1990] anBison[Donnelly and Stallman, 1992]. Flex breaks up the textual description
into keywords and other identifiers. Bison matches these keywords and identifiers against the grammar
of the language (i.e., the set of BNF rules given in Appendix A) and activates the approriate action if
a feasible composition rule is found.
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Creating a Building Block for an Architectural Element

We now consider the composition rules for architectural elementtiyfferand show how and when
a parser creates a building block for this type. The compaosition rule expressing the three different
behaviors of typéufferis:

Input _Buffer := Bounded _FIFO
| Unbouned _FIFO
| HandShake

Now, if we look futher at the composition rule relatedBounded _FIFO, we find a composition
rule that looks as follows:

Bounded _FIFO := INPUTBUFFER ' {" TYPE '’ FCFS ' NUM ) '}’ I3
{

/I Associated Action in C++
Buffer* buffer = new FIFO( $7 );

1

In this composition rule, we introdudéeyworddike INPUTBUFFER TYPEandFCFS The parser
uses these keywords to decide where to break up a textual description defining a particular architecture
instance. It then tries to match these keywords with the defined set of BNF rules. If the parser finds
a valid rule, like the one given fdounded _FIFO, it activates the action associated with that rule,
which is given between the curly brackets. We associated the action of creating a building block for
the FIFO buffer with the compaosition rule for tB®unded FIFO, by instantiating an object of class
FIFO using thenew statement.

In the instantiation of this object or building block, the parser passes along a parameter. In the case
of the FIFO buffer, the parser passes on the parameter representing the capacity of the FIFO buffer.
The parameter is the seventh position in the composition ru»ofided _FIFO, which corresponds
with the NUMfield describing a numerial value. This value is represente#izbgind is passed on to
the constructor of the FIFO buffer and bound to the paranwedgicity (shown in Structure 5.7).

Specify an Architecture Instance

Using the architecture description language, we can specify one particular architecture instance of
the stream-based dataflow architecture. As an example, in Figure 5.11 we show the architecture
description of the architecture instance shown in Figure 5.12. We include the same terms (preceded
by the symbol “//") as used in Figure 5.12 in this architecture description.

In the first lines, we define a communication struct@engmunication ) and a global controller
(Controller ), followed by a list of processing elemen&¢cessingElement ). The list consists
of three processing elements: a sink PE, a regular PE, and a source PE. For the regular PE we define
the input and output buffergnputBuffer , OutputBuffer  respectively), the routerkfuter )
and the functional unitRunctionalUnit) . We also give the regular PE the nafiger . The
functional unit of PHilter consists of two functional elementBunctionalElement ), named
LowPass andHighPass . The ports of the functional element bind to the ports of the functional unit
in a particular way as described in the binding pampgt andOutput part).
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Architecture Dataflow {

Communication { Type: FCFS ( 10); }

Controller { Type: Fefs (1, 5); }

ProcessingElement Source(0,1) { Il B_3
OutputBuffer { Type: BoundedFifo ( 100); }
Router { Type: Fcfs ; '} Il R_O

SourceUnit {
Type: Burst (packets= 12Qbase= 45);
FunctionalElement input(0,1) { /I FE_{source}
Function { Type: GeneratorSource  (file=  in); }
Binding {
Output ( 0->0 );
Py}

ProcessingElement Filter(2,2) {
InputBuffer { Type: BoundedFifo ( 100); }
OutputBuffer { Type: BoundedFifo ( 100); }
Router { Type: Fcfs ; }
FunctionalUnit {
Type: Packet ;
FunctionalElement LowPass(1,2) { /I FE_{source}
Function { Type: LowPass (initiation _period= 1latency= 18); }
Binding {
Input ( 0->0 );
Output ( 0->0 );
Output ( 1->1 );
1}
FunctionalElement HighPass(2,1) { /I FE_{source}
Function { Type: HighPass (initiation period= 1latency= 10); }
Binding {
Input ( 0->0 );
Input ( 1->1 );
Output ( 0->1 );
}r ool

ProcessingElement Sink(1,0) {
InputBuffer { Type: BoundedFifo ( 100; } Il B_2
FunctionalUnit {
Type: Burst (packets= 120);

=
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FunctionalElement Sink(1,0) { /I FE_{sink}
Function { Type: GeneratorSink (file= out); }
Binding {
Input ( 0->0 );
Pyl

Figure 5.11 . An Example of an architecture description.
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Figure 5.12 . A particular stream-based dataflow architecture instance.

Levels of Parameterization

We defined in Chapter 2 the architecture template of stream-based dataflow architectures as a list of
parameters as shown in Table 2.1. The architecture description, however, uses a language to make
the construction of an architecture instance easier and more intuitive, while defining the same list of
parameters, albeit implicitly. Parameters now appear in three different fatmsctural behavioral
andfunctional We now describe these three forms of parameterization and illustrate how they surface

in the architecture description shown in Figure 5.11.

Structural Parameters: A variable number of architectural elements can be used to describe an
architecture instance. The number of processing elements used and the number of functional
elements used in a functional unit are both examples of structural parameters. In the architecture
description, for example, we have selected three processing elements. For one of these, the
regular processing element, we selected a functional unit containing two functional elements.

Behavioral Parameters: An architectural element type has one or more behaviors. For example, the
communication structure has two different behaviors (FCFS or TDM), and the input and output
buffers have three different behaviors (handshake, bounded FIFO, and unbounded FIFO). A
behavioral parameter selects a behavior from the list of available behaviors. In the architecture
description, the keywortlypeindicates these behavioral parameters. The behaviors selected for
each type are emphasized byitting them in italics. For example, the communication structure
is of typeFCFSand the input buffers are of ty@goundedFifo

Functional Parameters: Each behavior of an architectural element can have its own particular pa-
rameter. For example, a FIFO buffer requires a parameter value indicating its capacity (for all
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buffers the capacity is set ttH0 samples) and the global controller requires a value for the
number of requests it can handle in paraltgl from routers and how many cycles a request
takes 6).

The functions installed onto the functional element can also have parameters. In the architecture
description, the functionGeneratorSource  andGeneratorSink  in the source and sink PE,
respectively, have a parameter indicating from which fileGleeeratorSource  should read

(file=sin ) or to which file theGeneratorSink  should write file=out ). The functions
LowPass andHighPass have parameters liketency andinitiation _period , but could

also have additional parameters that express, for example, an array of filter coefficients.

5.6 Programming an Architecture Instance

Stream-based dataflow architectures are programmable architectures. We need to execute applications
on architecture instances, and therefore we want to program the architecture instance. Programming
an architecture instance means that we down-load a routing program onto the global controller of the
architecture instance. The global controller is responsible for the correct routing of packets through an
architecture instance. For that purpose, routers interact with the global controller to obtain new header
information that they store in the header of the packet they process. Which information to store in
such a header is determined in fm®gramming modelised in stream-based dataflow architectures.
Before we explain this modél, we first have to say very briefly something about how we model
applications as a network and what mapping of an application onto an architecture instance implies.
After we discuss modeling of applications and mapping, we introduce the programming model.

5.6.1 Application Network

Applications are modeled aswatworkor a direct grapli7(V, E'). In these graphs, the nodésexecute
functions and the edgdsrepresent FIFO buffers. The functions consume streams of samples from the
buffers and produce streams of samples on buffers. The buffers interconnect the nodes in a point-to-
point fashion. An example of an application modeled as a network is given in Figure 5.13. The nodes
designate the functioia, fg, . . ., fg, andfsource andfsink. Thefsource Produces a stream of samples and
thefsink consumes the streams. How each function consumes and produces samples, or alternatively,
what the model of computation is, will be discussed in detail in Chapter 6. Only structural information

of the network is relevant for the purpose of explaining the programming model.

Source

Figure 5.13 . An application network.

5This programming model is based on a proposal ditée et al. [L997]
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5.6.2 Mapping

To understand the programming model, we need to know how application networks such as the one
given in Figure 5.13 map onto an architecture instance. If we look at application networks, we see that
they contain three elements: edges, nodes, and streams. Somehow these three elements need to find
a place on the architecture instance. Although we come back to this issue of mapping in Chapter 7,
we will say already that we describe application networks in such a way that the three elements map
directly onto architectural elements, as illustrated in Figure 5.14.

Inthis figure, we see that an eddg&lge) maps onto a combination of an output buff@u¢putBuffer),
a router Router), and an input bufferlGputBuffer). A node Node) maps one-to-one onto a func-
tional elementFE) of a functional unitfunctionalunit). A node can only map to the FE when the FE
implements the same function as the node. If a function of the application is not implemented by one
of the FEs, the application cannot be mapped. Finally, the str8&m@am) consisting of individual
samples (indicated as light gray circles) maps to a stream of packets, where a singlepazadaj (
has a headethgader) which consists of four fields (indicated as dark gray circles) and a data part
(data). The four header fields are: the base fidlg the source fieltHs, the function fieldH;, and the
length fieldH, (see the picture of a header in Figure 2.3). When we refer to a header, we represent it
as< Hp, Hs, Hf, H) >.

(0000000000000 0000000)
Edge Node Stream
\y (maps to) \y (maps to) \y(maps to)
'IIHEII' (0000000000000 000000)
Output Buffer Input Buffer [:] header data
Router
packet

Functional Unit

Figure 5.14 . Mapping of an application onto an architecture.

5.6.3 Programming Model

In the programming model, we must number the edges in application networks in a particular way.
Another part of the programming model relates to how routers and fucntional units change the content
of headers at run-time, which we explain below.

Numbering the Edges in the Application Network

We number all edges in an application network in such a way that each edge has a unique number.
Moreover, we number the edges that leave a node in such way that we obtain consecutively numbered
output edges. To illustrate what we mean by “consecutively humbers output edges”, we show in
Figure 5.15 part of an application network consisting of three no&e<Q andR. All the edges

that leave these nodes have a unique number, and they are numbered consecutively from left to right.
The edges leaving nod®are numbered 2,3; The edges leaving nQdare numbered 4,5,6; and the
edges leaving node are numbered 9,10,11. In this numbering, the left-most edge carries the lowest
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number. This number is called thaseof the node and plays an important role in the programming
model. In Figure 5.15, the base of ndélés 2, the base of nod® is 4, and the base of nodreis 9.

2 3 7
(basg) /

4
(base) 5Y 6

4

9
base
( )10 11

Figure 5.15 . Edges leaving a node must have consecutive numbers.

The edges in the application network in Figure 5.13 are numbered in the correct way: all edges
have a unique number. Furthermore, the edges leavingAade numbered consecutively (i.e. 2,3),
as are the edges leaving nd8di.e. 4,5). The base of nodeis equal to 2 and the base of noe
is equal to 3. If a node has only one output edge, the base equals the number of that edge. Thus, the
base of nod® is equal to 7.

Header Changes at a Router

A router interacts with the global controller to obtain new content for the header of the packet that it
is currently processing. When a packet arrives at a router, the header field of that packet changes as
given in Equation 5.4.

Router

< Hb7 HS7 Hf7 H| Zod — < Hi ) Hb7 H]iv HI > new (54)

The length of the packet remains unchanged and thus Higlg@mains unchanged. As part of the
programming model, the base figHy of the old header is copied into the source fi¢dd)(of the new
header. Therefore in Equation 5.4 we write the old valulpét the position oHs. The two fields
in the new header that receive new content are the baseHjetohd the function fieldd;. This new
content is provided by the global controller.

When the global controller receives a header, it uses the basdfieiol determine the address
of the entry containing the new header information (see Section 5.4.5). Each entry consists of a base
field, a function field, and a reference to an input buffer. The content of the base field is assigned to
Hy, and the content of the function field is assigneétfo

As part of the routing program, the global controller provides a reference to the correct input
buffer. The correct programming model, however, is that routers interact with the communication
structure to obtain a channel to a specific input buffer based onHiglich a header. Nonetheless,
we use a slightly different scheme: we avoid another decode step in the communication structure, by
allowing the global controller to give a straightforward pointer to an input buffer. As a consequence,
a router now only needs to claim a channel on the communication structure and it needs to claim
the input buffer exclusively to model the existence of a path from the router to the input buffer. The
scheme used correctly describes the programming model, but it very much simplifies the model of the
communication structure, which leads to a faster simulation.
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(Output Buffer)

< 2,10, 0,100 >q _
(interaction) Address|| Base| Function| input Buffer
. 7 1 2 0 B_0
Router ¥ [ /‘, :23 j i gj) | list of Entries
< 4,2,1,100 >new Address of an Entry Entry
Communication Global Controller

Structure

(Input Buffer)

Figure 5.16 . A router with an input buffer and an output buffer. Since the router does
not connect directly to the input buffers, but via the communication structure, the commu-
nication structure is also shown. To get the correct content for the new header, the router
interacts (as indicated by the dashed line) with the global controller which contains a routing
program.

The changes taking place in the header are shown again in Figure 5.16. The figure shows a router
with an input buffer and an output buffer. Since the router does not connect to the input buffers
directly, but instead via the communication structure, we show the communication structure explicitly
in the figure. To obtain the correct content for the new header, the router interacts (as indicated by the
dashed line) with the global controller. The global controller contains a routing program, which is the
one already shown in Table 5.2 and discussed in Section 5.4.5.

When a packet arrives with the header2, 10,0,100 >, the base fieldH, = 2) is assigned
to the source fieldHs in the new header. The length of the packdt & 100) is copied without
modification into the new header. To get the new content for the base field and function field, the
router interacts with the global controller. To decide which entry is relevant for the packet, the global
controller looks at the base fieldl,. This provides the correct address of the entry applicable for this
header. In Figure 5.16, the base field equals 2, which addresses the entry containing a base field equal
to 4 and a function field equal to 1. Therefore, in the new header the new base field bétjomes
and the new function fieltl; = 1. Finally, the new header is 4, 2,1, 100 >.

Header Changes at a Functional Unit

When a packet is produced by a functional element having more that one output, the router must be
able to distinguish between the packets, i.e., which packet is produced on which output. A router does
not generally know to which output port of a functional element it connects. A functional element may
share an output buffer with other functional elements. Furthermore, the output ports of a functional
element can bind to any particular output port of a functional unit. Packets produced at different
outputs still need to go to different locations in an architecture instance. A router considers a packet
to be different from other packets when it has a different value for the baseield

Functional units use a particular scheme to decode which output port produces a particular packet.
In a functional unit, the header read from the opcode buffer is used to produce new headers on the
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output ports (see Section 5.4.8, where we explain the modeling of functional elements). The header
read from the opcode buffer contains the base tigJdAn Offsetis added to this base field of which

the value depends on the output port used (see Section 5.4.11 where we describe the write port). A
functional unit thus changes the old header content into a new header content as given in Equation 5.5.

< Hp, Hs, H, H| >0 5 < Hp + Offset, Hs, Hr, Hi >new (5.5)

All the output ports of the functional unit have consecutively ordered offset values. Thus, if the
functional unit hasV output ports, then the left-most output port has an offset of 0 and the right-most
output port has an offset equal d— 1.

The concept of adding an offset is illustrated in Figure 5.17. This figure shows a FU with one input
port and two output ports. The output ports are numbered consecutively from left to right: the left
output port has a@ffset of 0 and the right output port has &ffset of 1. Now when a header arrives
at the input port (th®©pcodeBuffer) with H, equal to 4, the local controller of the FU produces two
new headers at the two output ports, with one having a new base field of 4 and the other of 5.

(Input Buffer)

Opcode
Buffer

l < 4, Hs, Hy, Hi >0

(Functional_—— (Functignal Unit)
Elements) /

Offset———
—0 1

< 4+ 0, Hs, Hf, Hi >new < 4+ 1,Hs, H, Hj >new

(Output Buffers)

Figure 5.17 . Base number of a functional unit. This figure shows a FU with one input and
two output ports. The output ports are numbered consecutively from left to right: the left
output port has a Offsetof 0 and the right output port has an Offsetof 1.

Program an Architecture Instance in 3 Steps

We explained what happens with a header at routers and at the output ports of functional units. We
also explained how we number edges in an application network. We now explain how these three
elements combine to program an application. Recall that the output edges of a hode and the output
ports of a functional unit are both numbered consecutively. We now show how the edge numbers
relate to the base fieldHg) of a header.

Suppose a functional unit reads a header from the opcode buffer. The header has a base field
containing the base of a node in an application network. For example, the badéfietdries the
value 4, which is the base of noflein the application network given in Figure 5.13. The functional
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unit produces new headers on the output ports by adding an offset to the base field. The new base
fields now represent the edge numbers of the edges leaving the node. Therefore, for the application
network in Figure 5.13, the new headers contain base fields equal to 4 and 5, which are the two output
edges of nodé&s.

The packet with a header containikty = 4 traverses edge number 4 and the output packet
containingH, = 5 traverses edge number 5. For one packet a router reads the entry at address 4,
which contains routing information to route the packet to a functional element executing the function
fp. For the other packet, a router reads the entry at address 5, which contains routing information to
route the packet to a functional element executing the funégon

Now assume that a functional unit contains a functional element which executes the functionality
of nodef in an application network. If the base field of the header on the opcode buffer of a functional
unit contains the base value of nodlethen the new headers produced on the output ports of the
functional unit contain base fields representing the edge numbers of the edges leavifig Tioidas
due to the consecutively numbered edges leaving a node as well as the output ports having consecutive
numbered offsets. At routers, the new base fields cause entries to be read from the routing program at
addresses which equal the edge numbers leaving fiode

Address || Base | Function | Input Buffer
oldHp || newHy H; Name
1 2
2 6 1 Bo
3 4 1 Bo
10 X

Table 5.3. The routing program stored in the global controller.

A routing program for an application network is set up in three steps:

1. We set up a table, as shown in Table 5.2. There is an entry in the table for each edge in a
network. We create a table with the addresses 1 to 10, as shown in Table 5.3, for the application
network in Figure 5.13, which contains edges numbered from 1 to 10.

2. For each address — which corresponds to an edge — we determine to which node it points in the
application network. We fill in the base of this node at the base address. Thus, in the application
network in Figure 5.13, address 1 points to négewhich has a base equal to 2. Address 2
points to nodd¢, which has a base equal to 6. We fill in the base field for each address in
Table 5.3. Address 10 in this table points to fgg, function. This function does not have
a base and in this case we can fill in any arbitrary value. We therefore wrote down a “x” to
indicate a “don’t care” situation.

3. We fill in specific information about the architecture instance, namely the input buffer field and
the function field. Each address in Table 5.3 points to a node in the application network execut-
ing a particular functiorf. In the architecture instance, we identify a functional unit containing
a functional element that executes the same functiofhe position of this functional element
in the repertoire of the functional unit determines the value of the function field. The selected
functional element reads from a different input buffer for each input argument. The address
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we consider corresponds with an edge in the application network as well as to one of the input
buffers of the functional element. The name of this buffer determines the content of the buffer
field. We repeat the procedure to find the function field and input buffer field until all entries in
Table 5.3 are filled.

Note that in the last step, we locate a functional element that executes the correct fyhnction
Hence, executing an application on an architecture requires that there be at least a functional element
available for each function in the application network. It is always possible to construct an architecture
that can always execute the application. To do this for each node in the application network, we
construct a FU with one FE executing the node’s function. The application network theroneps-
oneto the architecture. If an architecture instance is given and a function of the application network
can be executed by more than one FE, then we can arbitrarily choose a FE. However, one choice can
give better performance than another choice.

5.6.4 Example

To further illustrate how an application maps onto an architecture instance, we now go though an
example in which we map a particular application onto a particular architecture instance. The archi-
tecture instance is given in Figure 5.12 (this is the architecture instance described in the architecture
description in Figure 5.11) and the application network is given in Figure 5.18.

The application network is depicted in Figure 5.18. The application has four function nodes:
fsources fsink, fo andfy. The functionfsyyce generates a stream of samples (represented as the black
dots) on edge 1. These samples are taken in by funfgjaesulting in two streams: one on edge 2
and one on edge 3. The samples on these edges are taken in by fénagésalting in one stream on
edge 4. Finally, the samples on this edge are taken in by the furigiipmvhere the stream ends.

Source 1 fo 3 f1 4 Sink
: 2 :
(base)

Figure 5.18 . The Application.

The Mapping

We map the application functidig to the architecture instance’s functional elemggg. Similarly,

we map the application functidi to the architecture instance’s functional elemeRt . Hence FEq

and FE; execute the functiong andf,, respectively. The functionfgy,ce andFsj,c map to the
source FE and sink FE. The edges in the application map onto combinations of an output buffer, a
router and an input buffer, as shown in Table 5.4. Thus, edge 2 maps onto outpuBguffeaterR;

and input buffeByg.

Routing Program

The global controller uses a routing program as given in Table 5.5. This table causes the architecture
instance to execute the application network given in Figure 5.18.
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Edge | Output Buffer— Router— Input Buffer
Bz =+ Rg — Bp
B4 — R]_ — Bo
B5 — R2 — B]_
B5 — R2 — Bz

A WNPR

Table 5.4. Mapping of Edges to buffer/router/buffer combinations.

Address || Base | Function | Input Buffer
oldHp || newHy H; Name
1 2 0 Bo
2 4 1 Bo
3 4 1 B
4
5 X 0 B,

Table 5.5. The routing program stored in the global controller.

We derived this table using the 3-step approach given in the previous section. First of all, we need
to set up an entry for each edge in the application network. The edges are numbered from 1 to 4 and
we create the list of entries as given in Table 5.3 for these four edges. Secondly, we fill in the base
fields. For example, address 1 represents edge 1 in the application network and points to the node
executing functiorfg. This node has a base value of 2 and we thus fill in a 2 at the base field on
address 1. We repeat this procedure for all addresses in Table 5.5. Thirdly, we fill in the function field
and buffer field for each entry in the table. We look again at address 1, which represents edge 1. The
functionfy maps toFEg, the first entry in the function repertoire of the regular PE. Consequently, the
function field of the entry at address 1 is assigned the value 0. Furthermore, edge 1 maps to the input
buffer of FEg, which isBg. Thus, the buffer field of the entry at address 1 is assigned the Bgme

Table 5.3 differs from Table 5.5 in the sense that the entry at address 4 is empty, while there is an
entry at address 5 although edge 5 does not exist in the application network. Entry 4 is empty because
the output port oFE; does not connect to output buffBg, but connects instead to output buffer
Bs. The port connecting to bufféds adds an offset of 1 to the base field. This interferes with the
consecutive number of the output ports and, as a consequence, address 4 never appears. In this case,
we start to renumber the addresses — but also the edge numbers in the application network — from
address 4 onward by adding a 1 to each address. Address 4 thus becomes address 5.

The result of the interaction between the routers and the global controller is changes in the headers
at both routers and at the output ports of functional units while they flow through the architecture. The
changes taking place in the headers are given for the application in Table 5.6.

Resulting Behavior in Time

The routing program given in Table 5.5 causes the interleaving of two streams in time on the same
FU, as shown in Figure 5.19. In the figure, we can recognize the four buffers of the FU: the two input
buffers and two output buffers. The packets belonginfg @re light gray and the packets belonging
tof, are dark gray. FieltH; in the header of the opcode buff@g) determines which FE is activated.

A 0 indicates thaH; equals 0 and & indicates that; equals 1. The first packet in the opcode buffer



Architectures 135

At the Router At the Output Port of a FU
Edge| Before" After Before™y After

1 | <1,00% 8<210% | <2,1,0% = <2,1,0% (Ba)
<2,1,0% ¥ <3,1,0,x (Bs)
2 | <2100 8 <421%
3 (<3100 8 <a431x% | <42,1% S <521x% (Bs)
<5,0,0% 22 <x,5,0,x>

Table 5.6. Header changes in the architecture.

activateFEg, the next packet activatéd,, and so forth.

Input Stream on Buffer B_1 Output Stream on Buffer B_5

(I—

Stream on Opcode Buffer B_0 Output Stream| on Buffen B_4

0
Time

Functional Unit

Figure 5.19. Interleaving streams on the functional unit.

WhenFEg is activated, it reads a packet frddg and produces packets &3 andBs. The packet
written into B4 will be written intoB; via routerR;. The packet written int®s will be written into
B, via routerR,. Consequently, different packets will appeaBig Buffer By thus contains packets
belonging to both functionfy andf;. The FU reads a new packet from the opcode bBfgrwhich
activated~E;. Becausd-E, requires two input arguments, the FU strips the header from the packet
onB;. FE; produces a packet dBs that follows the packet previously producedmly. RouterR,
can, however, separate these two packet streams at run-time such that some pacl&isgd tiher
packets go td,. Notice that when the source FU is involved with filling input bufBgy via router
Ro, packets produced WyE, have to wait inB4 until routerR; notices thaBy is available.

5.7 Conclusions

In the Y-chart approach we need to be able to derive executable architecture instances from the archi-
tecture template of stream-based dataflow architectures. To do so, we used the Performance Modeling
Basis (PMB), which allows us to describe architecture instances at a higher abstract level than possible
with standard hardware description languages, while being cycle-accurate.

We indicated that constructing an executable architecture instance from an architecture template
yielding cycle-accurate performance numbers involves four issues: describing an architecture tem-
plate, specifying an architecture instance, creating an executable model for the architecture instance,
and programming an architecture instance.

We used the building block approach presented in Chapter 4 to construct architecture instances
based on the PMB. We modeled all the architectural elements of stream-based dataflow architecture
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as a building block at the abstract, cycle-accurate level. Furthermore, we showed the usefulness of
building block and object oriented techniques like polymorphism and inheritance. These techniques
were key to describing in a flexible way architectural elements having more than one behavior.

We showed that we use composition rules expressed in Backus-Naur Form (BNF) to define an
architecture template. We modeled the architecture template of stream-based dataflow architectures
in Appendix A using BNF rules. We showed that BNF rules can also be used to define the grammar
of an architecture description language. We used this language to describe a specific architecture
instance of the architecture template. We also showed how composition rules and building blocks
combine such that a parser can automatically construct an executable architecture instance from an
architecture description.

To provide an architecture instance with a workload, we need to program the architecture in-
stances. We explained the programming model of stream-based dataflow architectures. This involved
our explaining how we model applications as networks and how we map these networks onto an archi-
tecture instance. We also discussed a comprehensive example showing how we program a particular
architecture instance for a particular application.

The generality of the architecture modeling approach presented in this chapter will be discussed
in Chapter 7, where we use this approach to construct a retargetable architecture simulator for stream-
based dataflow architectures.
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HE digital signal processing (DSP) applications on which we focus in this thesis appear in do-

mains like video, audio and graphics. Examples of such applications are compression and de-
compression applications, encryption, and all kinds of quality improvements. A natural way of de-
scribing these applications is a network of nodes that execute functions operating on streams of data.
The nodes interconnect with each other via buffers over which data is communicated and abstracted
by means of tokens. The operation semantics of these networks is described by their model of com-
putation. In this chapter, we will introduce a new model of computation, which we call Stream-Based
Functions (SBF). We will use this SBF model to describe the sets of applications in the context of the
Y-chart environment we develop in this thesis. The main reason why we developed the SBF model was
to make possible a smooth mapping of applications onto architecture instances. This mapping process
is discussed in Chapter 7, along with a discussion of the development of a retargetable simulator.

In Section 6.1, we consider stream-based applications and give an example of one — the Picture

in Picture application which is used in modern high-end TV-sets. When stream-based applications
are described as a network, the functions in the network exchange tokens between each other. An

137



138 6.1 Stream-Based Applications

important question is then what the token represents, and we investigate this problemin Section 6.2. In
Sections 6.3—6.3, we present stream-based dataflow functions model of computation. Many models of
computation already exist, like dataflow models, process models, and mixed dataflow/process models.
In Section 6.7, we put the SBF model in perspective with respect to these models. We have constructed
the simulator SBFsim, for simulating networks of SBF objects. In Section 6.8, we explain how we
constructed this simulator using the programming language C++ and a multithreading package. We
also show that we can reuse the building block approach (presented in Chapter 4) within the simulator
SBFsim.

6.1 Stream-Based Applications

We model DSP applications by means of a network, as already discussed in Chapter 5. We focused
there only on the structural information of the network. In this chapter, we mainly focus on the model
of computation of such networks and the internals of each node in a network.

In a network describing a DSP application, the nodes describe functions that have a complexity
ranging from fine-grained to coarse-grained. Furthermore, the nodes execute concurrently, exchang-
ing streams of tokens with each other via buffers. The buffers temporarily store the streams of tokens
without changing the ordering of the tokens. We refer to applications that can be described in this way
as beingstream-based applicationand we define them as:

Definition 6.1. STREAM-BASED APPLICATION

A stream-based applicatide an application that can be described as a network or directed graph
G(V, F),whereV defines a set of nodes executing functions on streams of data and kvdefees
a set of buffers through which nodes exchange streams of data corresponding to a particular model of
computation. O

A stream-based application describestatic networkwhich means that nodes are not created or
destroyed during execution. Nodes within the network may produce and consume a variable amount
of tokens while executing. As a consequence, the stream-based application may dedgriamiz
application i.e., an application containing data-dependent conditionals that can only be resolved at
run-time.

Picture in Picture

An example of a stream-based video application is shown in Figure 6.1. It describBgtie
in Picture (PiP) algorithm, which reduces a picture to half its size in both horizontal and vertical
directions and places the reduced picture onto a full screen picture showing two images on a TV
screen [Janssen et al., 1997]. The Picture in Picture application is used in modern high-end televisions.
In the PiP example, &ource produces an infinite stream of video samples that are filtered by
an N-tap Finite Impulse RespongElR) filter. Then the stream is passed through a Sample-rate
Converter SRC) that performs a down-sampling of a factor two. Next, video images are transposed
(Transpose), i.e., samples are re-ordered in such a way that two consecutive samples belong to two
different video lines. The stream then passes again through an N-tap FIR filter and a SRC, this time
to perform a vertical down-sampling of a factor two. The second transpose function performs a re-
ordering on the stream that results such that consecutive samples now belong to the same video line.
Finally, the sink consumes the samples.
In the example, the sample-rate converters have a fixed factor of two. In this case, each node
knows exactly how many tokens to consume and produce while executing. The PiP algorithm thus
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Horizontal Lines

Source FIR SRC

Transpose

FIR SRC Transpose Sink

Vertical Lines

Figure 6.1 . The Picture in Picture (PiP) algorithm, which reduces a picture to half its size
in both the horizontal and the vertical directions.

describes a static algorithm. If the scale factor of the sample-rate converters can vary during execution,
the nodes have to consume and produce a variable amount of tokens based on the value of the scale
factor. In that case, the PiP application describes a dynamic application.

6.2 Imperative Programming Languages

People use imperative programming languages like C or Matlab to describe stream-based applications.
If we want to describe the PiP application in Figure 6.1 using such a language, an important question
is what the tokens being exchanged between the functions of the application represent, i.e. do they
represent a completédeo imageor a singlevideo pixeP

— Func. A 1
¢

— Func. B

Func. C Sink

Figure 6.2 . A simple video application consists of four functions (A, B, C, and Sink) oper-
ating on video streams. The black circles represent data.

Suppose we have the stream-based application shown in Figure 6.2. In this figure, two fuctions (
andB) have already produced data (represented by the black circles). When describing this application
using an imperative language, the tokens will in all likelihood be chosen to represent a complete video
image, because this makes it easier to describe the application. There are two reasons for this. The
first one is that a simplsequential orderin@f functions can be used to describe the application, i.e.,
in the video application given, we can first execute funcAothen functiorB followed by functionC
and finally functiorSink. The second reason is that the representation of a complete video image can
be treated as a singieatrix, with as consequence that functions can merely use indices to randomly
access individual video pixels.

The filter functionNeighborhoods given as a Matlab program in Program 6.1 as an illustration of
a matrix representation of a complete video image. Matlab differs from C in that it uses only matrices
and vectors as data types and it uses a different syntax. Other than that, the two languages are very
similar. The function shown accepts the matriatrix and produces the matrirew and can be used
for both function node# andB in Figure 6.2. The filter determines a new value for each pixel (i.e.
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(i,)) ) using its four neighbors. The function accesses these neighborhood pixel$ausiapps

as iterators (e.qgi,,j ) and indices expressed in these iterators (é:g., j+1 ). To keep the function
simple, we did not include the exceptions that occur at the fringes of the matrix. Describing the filter
neighborhood in this way isonly possible because a complete video image is available as the matrix.
When the filter function terminates, the matrizw represents the video image for the next function
that will execute in the sequence of function executions (e.g. fun€tjon

Program 6.1. NEIGHBORHOOD FILTERING

matrix new = Function NeighborHood( matrix )

for i = 2 to N-1 step 1
for j = 2 to N-1 step 1
new(i,j) = Average( (i), (i-1,j),
(i+lvj)v (ivj-l)v (l,]+1) )v
end
end

return matrix A_new

Itis relatively simple to describe stream-based applications using imperative languages. The above
function described the functionality correctly, and in that respect, there is nothing to find fault with
in the way the application is described, including the fact that a token represents a complete video
image.

However, the application needs to be implemented onto an architecture instance. In fact, the
application in Program 6. already mapped onto a particular architecture, namely the computer
executing the application. The architecture of a standard computer architecture assumes that a large
background memory is available which is accessed by only one statement at a time. For example, the
matrices of Program 6.1 are mapped into this background memory and use indices in the matrices to
address the background memory.

The computer architecture differs strongly from the stream-based dataflow architectures. Stream-
based dataflow architectures do not assume a large background memory. Furthermore, video-images
are only available as streams of video samples. Stream-based dataflow architectures would become
impractical if they had to buffer complete images between the functions executing on the architectures.
These architectures would consist mainly of memory and use only a few small computational units.
Also, the buffering of complete images would prevent much of the parallelism present in applications
from being utilized. For example, in the case of tieighborHood function, all pixels not within
close range of pixel§,j) , could in principle operate in parallel with pixglg) . However, in an
imperative language only one statement executes at a time, so this will not happen.

To fully utilize the potential of stream-based dataflow architectures, we thus have to rewrite ap-
plications such that they use streams and express the amount of parallelism present in the application
when operating on these streams. To achieve this goal, we can no longer assume that a video image
is available as a matrix ot that functions can use indices to access neighborhood pixels, as was done
in Program 6.1. Suppose thneighborHood function in Program 6.1 were to read video samples
from a stream in which the video samples are ordered according to the lexicographical ordering of the
iteratorsi andj . Then some neighborhood samples would have been read from this stream too early
(e.g. viaindices-1 ,j-1 ), whereas other samples would still need to be read (e.g. via indites
i+1 ).

If the type of data used in a stream-based application does not match the type of data used in a
stream-based dataflow architecture, then a smooth mapping of the application onto an architecture
becomes difficult. We already indicated this problem in Section 3.3.2 when we discussed mapping.
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We cannot assume that an application which uses matrices would map easily onto an architecture
that uses neither background memory nor random accesses on this memory, but instead only involves
streams.

In the case of stream-based dataflow architectures, we therefore need to rewrite stream-based
applications such that they are consistent with the assumption thanilydave streams of video
pixels instead of other data types. This dramatically affects how stream-based applications can be
described, and introduces the following three problems:

Parallelism: Functions will become active concurrently. A simple sequential ordering of the original
functions is no longer satisfactory.

Decomposition: Functions will operate on streams of samples. The original functions have to be
decomposed into functions operating on streams of samples only.

Consumption Patterns: Functions will operate on a one-dimensional data structure instead of multi-
dimensional data structures like matrices. This requires a transformation from multi-dimensional
data structures to one-dimensional data structures, thus causing functions to consume and to
produce tokens in different patterns.

If we rewrite the application in Figure 6.2 using streams of samples instead of images, the four
functionsA, B, C andSink no longer follow a sequential ordering; they operate concurrently on dif-
ferent streams. Functidd consumes tokens concurrently with the functidvendB, which produce
tokens. In Figure 6.3 we show again the application as given in Figure 6.2, but now with the two
tokens (i.e. the black circles) in the figure representing a single video pixel instead of a complete
image.

Sample @

— Func. A

PO Func. C Sink

—= Func. B E—)

Tokens Consumed by Func. C
PO O 0‘@ ‘@
P1 000

-

o

Time

Figure 6.3 . A simple video application (revised). We rewrote the application using streams
instead of matrices. As a consequence, all four functions become active concurrently.
Functions A, B, C and Sink no longer follow a sequential ordering but operate concurrently
on different streams. Function C, for example, consumes tokens produced by the functions
A and B in a particular pattern.

By removing thefor-next  loops in Program 6.1, we obtain the functiaverage , which oper-
ates only on single samples. Functiorin Figure 6.3 reads samples from the functidnandB in a
particular pattern as shown below the box labdtedc.C. The two input ports of functiofe, ports
PO andP1, consume the tokens produced by functfoor functionB in the way given in the table.

Given a stream-based application using streams instead of images, we want to rewrite it using only
streams of samples. The question we need to answer is which model of computation best describes
the applications, taking into account issues like parallelism, decomposition of functions, and different
consumption/production patterns.
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6.3 Stream-Based Functions

We propose a new model of computation cal&tdecam-Based FunctiofSBF) with which stream-
based applications can be described. The essential concepts in this mdstetare-Based Function
ObjectsandChannels Stream-based applications are describedreetworkof SBF objects commu-
nicating concurrently with each other using channels. These channels interconnect SBF objects and
buffer the tokens communicated by SBF objects. The buffers are unbounded FIFO queues that can
contain an infinite sequence of tokens, i.e. a stream.

A network of SBF objects describes a special kind of netwétihn Process Networkgahn,
1974]. In Kahn Process Networkspeocessmaps one or more input streams into one or more output
streams by executing a sequence of statements. Some statements perform a read on a channel and
some statements perform a write on a channel. When reading from a channel containing no tokens,
the process stalls completely until tokens become available again, implemeritiogkang-read A
write on a channel can always proceed, implementingrablocking write

An example of a process network is given in Figure 6.4. It shows a number of processes connected
to each other via channels over which the processes exchange streams of tokens. We assume that these
tokens represent a scalar variable. Hoeirce process produces a stream that is taken in byiltiees
process. This process produces a stream that is further processediligtherocess. This second
filter produces two streams: one back to fitter, process and the other to tBék process.

Source Filter A Filter B Sink

Figure 6.4 . An example of a Kahn Process Network. A number of processes connected to
each other via channels over which the processes exchange streams of tokens represented
as black circles.

The sequence of statements inside a Kahn process consists of a mix of control statements, read and
write statements, and function-call statements. A Kahn process does not structure these statements
in any particular way. The SBF objects, on the other hand, structure these statements according to
the 'Applicative State Transition’ (AST) Model described by Backus [1978]. An SBF object does
not implement the full AST model, but a specialization that is inspired by the AST model proposed
by Annevelink [1988]. As a consequence, an SBF object contains three comporseitst fanctions
a controller, andstate An enabled function consumes a number of tokens from input channels,
performs its function, and writes tokens to output channels. By repeatedly enabling functions, an SBF
object operates on streams. The controller enables the functions of the set in a particular sequence and
uses data stored in the state of the SBF object to determine which function it must enable next.

Kahn process networks have the property that they executdateaministic ordefKahn, 1974;

Kahn and MacQueen, 1977], which means that the computation of the result of the network is inde-
pendent of the schedule of the processes in the Kahn process network. Therefore, for a stream with the
same input data presented to the network, the computed output stream is always the same, irrespective
of the schedule used to compute this result: it could have been a completely sequential schedule or a
complete parallel schedule or any schedule in between. A Kahn process network executes determin-
istically by using a blocking read to prohibit a process from testing the availability of data. Hence, a
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Kahn process is either waiting for data or performing computations. An SBF object only structures
a Kahn process and does not impose new restrictions affecting the behavior of the process. Thus,
networks of SBF objects and Kahn process networks describe the same applications.

6.4 The SBF Object

An SBF object has an inside view and an outside view. Inside an SBF object the following three
components are presentsat of functionsa controller, and astate Outside an SBF object ports are
present: read and wrifgorts These ports connect to channels, allowing SBF objects to communicate
streams with each other.

An SBF object is shown in Figure 6.5. The object contains a set of funcfibng: }, a controller,
and state. The SBF object also has two read ports and one write port that connect to the unbounded
FIFO buffersBufferQ Bufferl, andBuffer2 respectively. These buffers implement the channels be-
tween different SBF objects.

Input BufferO Write Port

Read Ports L e Output Buffer0

Input Bufferl ) \E
Controller ' nable Signal

Figure 6.5 . An SBF object.

The set of functiond” determines the functionality of an SBF object. It must not be empty and
may contain the following functions:

PZ{finihfmfbv“wfx}' (61)
These functions evaluate within an SBF object segquential ordesuch as,
finihfmfhfmfbvfav---' (62)

Thecontrollergoverns the order of function evaluations. It keeps track of the evaluation order using
the variable:, called thecurrent state Each time the current statechanges, &ransitiontakes place.

The current state is stored in the control spacether variables are stored in the data spacd he
control space and data space together define the stateSjpdes SBF object

S =Cx D, suchthatC'n D = (. (6.3)

As explained in Chapter 4, avbjectconsists of a data part and a methods part operating on the data
part [Goldberg and Robson, 1983]. SBF objects have a similar structure in the sense that the state
corresponds with the data of an object and the set of functions corresponds with methods of an object.
The control of an SBF object can be seen as a special method of the object.



144 6.4 The SBF Object

6.4.1 Functions

For each functiorf from the setP, there is a function call

f(@o, - oy 2m, D) = (Yo, - - s Yn, D), (6.4)

such that the functiorf modifies the current data spatkinto the new data spade’ and the input
datazo, . . ., 2, into the output datgo, ..., y,. A function call can either have no input data or no
output data, in which case it describesoarceor asinkfunction respectively. A source function only
produces tokens and a sink function only consumes tokens. A function reads its input data from read
ports and writes its output data to write ports. It is statically determined on which read port or write
port a function operates.

When the controlleenablesa function, it reads input data from the input ports, performs the
function and writes output data to output ports. The function reads all its input data using blocking
reads. State variables are immediately available. A function can read only one token from an input
argument. Once a function has obtained all input data, it will not obtain any new inputs until it writes
the output data to the write ports and installs new state variables. During the evaluation of a function,
the stateS cannot change and does not change. Consequently, a function operates without any side
effects. When the enabled function has written all its output data, we say the functifiretias

A function reads data from a read port using a blocking read. Therefore, if data is available, the
function reads the data; otherwise it blocks. This causes a function to read its inputdata =,
in a sequential order from the input ports. It first reads tokgrfollowed by tokenz; and so forth
until tokenz,,, has been read. The blocking read prohibits the testing of a read port on the availability
of tokens. As a consequence, a function cannot have another behavior based on the results of testing a
condition; thus it evaluates unconditionally: it is either waiting on a port or it is performing computa-
tions. A function writes the output datg, . . ., v, to the appropriate write port using a non-blocking
write, also in a sequential order.

6.4.2 Controller

The controller governs the enabling sequence of functions. It keeps track of this sequence in the
current state variable. The controller moves from the current statéo another state’ whenever

a transition occurs. All obtainable states are described by the control €padde control space

is traversed as determined by tiiansition functiono, which associates the next statevith each
current state.

w:CxD—=C, wed=d (6.5)

To determine the next stat§ the transition function observes the control spacand the data space

D. The controller cannot change the data space; it can only observe it. Although the controller is
not connected to any read or write port, the transition function describes dynamic behavior. When
deciding what the next state will be, it observes the data spaatfected only by the function aoP.

The transition function describes a path through the control space by going from the current state
to a new state. If both the data space and control space are observed to determine the next state, the
transition function describes infinitely many paths.e@ich new state, which path is started depends
on the content oD.

In a more restricted case, when the transition function observes only the control’Spadeter-
mine the next state, it always describes a single path to traverse the control space. Furthermore, if this
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path is finite, the transition function determines a new statdich has previously been the current
state, thus describing@cle This cycle brings the state of the controller back into a previous state in
a fixed number of transitions.

At each state, a specific function needs to be evaluated as determinedigdimg function..
This binding function associates a functigrfrom the setP with a particular control state. Only
one function can be associated with a state.

p:C—Pople)=f (6.6)

Using the transition functionw and the binding functiom, the controller describes a sequence in
which the functions of seP are enabled. A function becomes enabled and fires. This causes a
transition to take @ce, and using andy: a new function is determined that is enabled the next time,
leading up to the sequence described as follows:

) @) o s sl

Jonie "8 g 1) g, e
Thus an SBF object operates on streams by repeatedly enabling a function from the set of functions
P, which reads from a buffer and writes tokens to a buffer. We remark that only the functions use

a blocking read. A transition, or alternatively the evaluation ofdhand . functions, takes place
instantaneously. This behavior described by an SBF object is referred teir@saand-Exit behavior

When we explain how we implement an SBF object, we explain why SBF objects describe such
behavior.

The sequence given in Equation 6.7 results in a deterministic behavior of the SBF object. The
functions of setP all evaluate unconditionally because of the blocking read. They also observe only
one read port at a time. For the same input sequence of tokens, functions evaluate in the same output
sequence. At the same time, the functions alter the data ¢paca deterministic way, after all the
functions have executed unconditionally. The transition function, which observes both the control
space and the data space to resolve a new current state, also changes deterministically. Consequently,
the complete SBF object describes a deterministic sequence.

When an SBF object is created, the controller needs to start at a particulae.statiehin an
SBF object, a speciahitialization function f;,,;; is available that initializes the stae. This way
the variablec is set to a particular value. Within an SBF object, the first evaluated function is the
initialization function. It evaluates only once.

(6.7)

6.5 Example of an SBF Object

An example of an SBF object is given in Figure 6.6. The SBF object contains a set of functions
{fa, fp, fc}, @ controller, and a state containing the varialoléghe current state, being an element of
(") andx (a variable, being an element b).

Functionf, reads input data from the two read ports and writes output data to the write port.
Functionf, reads the input data from the read port connecte&glfter0 and writes the output data
to the write port. Functiorf. does not have input data; it only writes output data to the write port. All
functions can change the data spateHowever, only functiorf, changes variable in D and only
functionf, reads variable in D.

If functionfy, is enabled, it reads first one token fr@ufferO and then one token froRufferl. If
BufferO does not contain any tokens, the complete SBF object blocks until a token becomes available
in BufferO even though data might already be availableBorfferl. When both tokens are available,
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Buffer2
Bufferl : .;'

Figure 6.6 . An SBF object containing a set of functions {f,, fy, fc}, @ controller, and a state
containing the variables ¢ and x.

the functionf, evaluates. The resulting token is writterBoffer2. The function also installs the state
variablexin D. Whenf, has fired again, a transition takes place and the next function enabled is again
fa. Whenf, has fired, a transition takes place and the next function enabled is fufigtitmeads a
token fromBufferO first and then it reads the state variakland evaluates. The result is written to
Buffer2. Thusf, has fired and a transition takes place and the next function enabled is fuactibn
immediately evaluates because it requires no input. Funfgiertes the resulting token tBuffer2.
Functionf. has fired and a transition takes place and the next function enabled is fufyctidhis
function was already enabled and the SBF object now describes a path in the sequence of enabling
functions. The sequence of enabling can thus repeat indefinitely.

In the example, the controller enables the functions in the sequéndg, 15, f.. This sequence
is obtained by defining the binding function as

fo, ifec=0
fo, ife=1
_ 6.8
MA=0 dfemn ©8)
fe, ife=3,
and the transition function as
w(e)=c+1 (mod 3). (6.9)

The transition function determines a new state based onty dascribing a single path through
the state spad€ = {co, c1, co, c3}. After four transitions, the transition function always returns to its
start state, thus it is a cyclo-static scheduler [Bilsen et al., 1995].

The sequence of functions results in a particular consumption/production pattern of tokens. These
patterns are shown in Table 6.1 for the SBF object in our example. It shows the four states, the
functions executed at these states, and the three buffers from which the functions read tokens (R) or
to which they write tokens (W). For functidy, a token is read from botBufferO0 andBufferl and
a token is written tduffer2. This is then repeated once and followed by the execution of function
f, consuming one token froBuffer0 and producing one token dBuffer2. Next the functiorf. is
executed; it consumes nothing, but produces a tokeBuifer2. The whole consumption pattern
shown in Table 6.1 can be repeated an infinite number of times. We remark that a function may read
only one token from a buffer at a time. A function is not allowed to read more than one token at a time



Applications 147

or to write more than one token at a time. In order for a function tobéi-rate, it must be divided
into a sequence of functions.

Current| Function| BufferO | Bufferl | Buffer2
State
co fa R R W
1 fa R R w
Ca fo R w
C3 fe w

Table 6.1. Token consumption/production pattern of the SBF object shown in Figure 6.6. It
shows the four states of the object and the functions executed at these states. It also shows
the three buffers from which the functions read tokens (R) or to which they write tokens (W).

The SBF object shown in Figure 6.6 could implementfitier, process given in Figure 6.4. In
that caseBufferO implements the channel between the proceSsels andfilter,. Bufferl imple-
ments the feedback channel between the procdiétees andfilter,. Finally, Buffer2 implements the
channel between the procesfiier, andfilterg.

6.6 Networks of SBF Objects

We describe stream-based applications as networks of SBF objects in which the SBF objects represent
the coarse-grained functions. We already defined the granularity of functions in Chapter 2. We define
the granularity of an SBF object as

Definition 6.2. GRANULARITY OF AN SBF OBJECT
The granularity of an SBF object is the total number of RISC-like operations needed to express
each function of the set of the SBF object. O

As indicated in Chapter 2, the granularity of the functions that a functional element implements
is an important design parameter. And as we have seen in Section 5.6 where we discussed how we
program a stream-based dataflow architecture, a node in an application network maps directly to a
functional element. In the networks discussed in this chapter, these nodes are SBF objects. Given a
network of SBF objects, is it possible to change the granularity of the various SBF objects?

We can change the granularity of nodes in a network by combining SBF objects to construct a new
SBF object (i.e. a composition) that will have a larger granularity, or we can construct SBF objects
(i.e. a decomposition) that will have a smaller granularity by partitioning an SBF object. Although
we could also describe a hierarchy of SBF objects, i.e., a function of the set of functions is again an
SBF object, we will not further discuss this.

Before we explain how a composition and a decomposition of a SBF object works out, we first
introduce the term “variant” of a function; A function in a SBF object is bound statically to input and
output ports or a state variable.variantof function f performs the same functiohbut is bound to
other input and output ports or state variables.

6.6.1 Composition of SBF Objects

We construct a new SBF object by combining two or more SBF objects, using the following steps:
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1. Combine the two sets of functiofsand() of both SBF objects to obtainthe new set= PUQ).
The set” will contain variants of functions if necessary.

2. Combine the states and.S’ of both SBF objects to get the new stite= 5 + 5.

3. If one or more channels (i.e., the unbounded FIFO buffers) are enclosed by the new SBF object,
map the channels into the state of the new SBF object.

4. Construct a new schedule that interleaves the functions d&f setdetermine a new transition
functionw and a new binding functiop for the new SBF object.

A B A
State State State
—

o
iy, S gl =i (IR SE-
© s
TH T
w

(b)

Figure 6.7 . Combining two SBF Objects to form a new, more coarse-grained SBF object.

As an example, in Figure 6.7 we show two cases ((a) and (b)) in which two SBF objects, re-
spectivelyA andB, are combined to form a SBF object. SBF objaatontains the set of functions
P = {f., f»} and the stat& containing the variable. SBF objectB contains the set of functions
Q = {/., .} and state5’ containing the variablg. Both SBF objects have only one read port and
one write port. The functions in sétread from the read port and write to the write port of SBF object
A. The same applies to the functions in getor SBF objectB.

Inthe case shown in Figure 6.7(a), we combine the two SBF objects such that a channel connecting
both SBF objects is enclosed by the new SBF object. The new SBF object is shown in Figure 6.8(a).
According to the three steps presented previously, we first combine the functionsfohset.) to
form the new setZ = {f,, f., f», f-}. The functionf! is a variant of the functiorf,. Secondly, we
combine the state of both SBF objects to obtain the new $tatmontaining the variables andy.

Thirdly, because the new SBF object encloses a channel present between the two SBRAGjects
B, we map this channel into the stdfé. A consequence of mapping the channel into the 3tatis
that functionsf,, and f;, of SBF objectdA andB respectively, write and read from the state instead of
writing and reading from ports. The same is true for the functifirend f, of SBF objectsA andB
respectively. Because functigip of SBF objectA writes to the state and functigfy of SBF object
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B reads from the state, we need a variantfpin the set of functionZ. Fourthly, and finally, we
schedule the functions in sgtof the new SBF object.

In the case shown in Figure 6.7(b), we combine the two SBF objects in one new SBF object. The
new SBF object is shown in Figure 6.8(b). According to the three steps presented previously, we first
combine the functions of sét and(@ to form the new se¥ = {f,, /., f», f.}. Again a variant off,
is required. The functiorf, reads from and writes to the top two ports. The varigmeads from and
writes to the bottom two ports. Secondly, we combine the state of both SBF objects to obtain the new
statelV containing the variables andy. We can omit the third step because no channel is enclosed
by the two SBF objects. Fourthly, and finally, we schedule the functions i sdtthe new SBF
object. By combining SBF objects as we have shown, we obtain a new SBF object which is coarser
in its grain size.

Controller Controller

@) (b)

Figure 6.8 . The new combined SBF objects.

Where the SBF object& andB operate in parallel, the new SBF object executes the functions
sequentially. In the fourth step, we interleave the functions such that they execute one after the other.
Thus, constructing a coarser SBF object leads to less parallelism.

In the case in which we combine the SBF objects enclosing a channel as depicted in Figure 6.7(a),
we mapped the channel into the state of the new SBF object. A channel is, however, an unbounded
FIFO buffer. If we find a static schedule between the functions of/siet the SBF object given in
Figure 6.8(a), then we can definitely map the unbounded FIFO buffer into a bounded buffer in the
state of the new SBF object [Bhattacharyya and Lee, 1994].

Bufferp

Bufferll

Bufferp

Figure 6.9 . When scheduling the functions inside a SBF object, we should ensure that we
do not introduce deadlock.
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When scheduling the functions inside a SBF object, we should make sure that we do not introduce
deadlock. In Figure 6.9 we show two SBF obje@8F; and SBF,, connected to each other via
three buffersBufferO, Bufferl, andBuffer2. SBFq is scheduled in such a way that it first produces a
token onBufferO and then reads a token fraBufferl and, finally, produces a token &uffer2. This
sequence is indicated by the numbers 1 to 3 from top to bottom. The other SBF &ijE¢t,tries
to read a token fronBuffer2 first, then produces a token &ufferl and, finally, reads a token from
BufferQ. This sequence is indicated by the numbers 1 to 3 from bottom to top.

The situation presented in Figure 6.9 will deadloSBF, is able to produce a token dufferO,
but blocks when trying to read a token frdBufferl. On the other sideéSBF; tries to read a token
from Buffer2, but blocks because no token is ever produced on this buffer beS&geblocks while
reading fromBuffer2. Thus, if two or more SBF objects are related, care should be taken to prevent
deadlock from occurring.

6.6.2 Decomposition of SBF Objects

Decomposing an SBF object into new SBF objects that have a smaller granularity is more difficult
than composing one new SBF object from smaller SBF objects. When decomposing an SBF object,
we need to determine the available parallelism in the object. This implies that we have to solve the
transformation from a sequential schedule into a parallel schedule, which is known to be a difficult
problem [Banerjee, 1988].

We continue to decompose SBF objects until the set of functions consists of a single function: a
RISC-like function. These SBF objects thus have a granularity of one, by definition. SBF objects in
this case have a state space equdl'te {c¢o} and the transition function is equal to= 1 and the
binding function binds the RISC function to this state. The state of this SBF object is empty. When,
however, a data-dependent function, for exampierapareis used, it is not clear what the transition
and binding functions or the state look like.

6.7 Related Work

Many models of computation have been proposed over the years to describe stream-based applica-
tions. The models that are relevant to the proposed SBF model are the dataflow, process, and mixed
models.

6.7.1 Dataflow Models

The dataflow model of computation describes stream-based applications is a natural way, retaining
the parallelism present in an application. It describes applications as a network of datetitws/
that performs a particular computation. Actors connect with each other via buffers, allowing them
to communicate tokens with each other. The ¢bod under which an actor is able to perform a
computation is determined byfaing rule. When an actor has evaluated, e.g., has consumed tokens
and produced new tokens, it hired. A dataflow model requiresscheduldo compute. A scheduler
determines at compile time or at run-time the ordering of actors, using a scheduling technique like
data-drivenevaluation,demand-driverevaluation, orazy evaluation [Jagannathan, 1995]. Some
well-known dataflow models are homogeneous dataflow (HDF), synchronous dataflow (SDF), cyclo-
static dataflow (CSDF) and dynamic dataflow (DDF).

Homogeneous dataflow [Veen, 1986] is the simplest dataflow model. In this model, buffers hold
only a single token and each actor has only one firing rule. To fire, incoming buffers connected to
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an actor must contain a token and all outcoming buffers must be empty. A feasible schedule always
exists and can be derived at compile time. This model cannot describe multi-rate behavior since a
buffer can contain at most one token. HDF can describe static applications.

The synchronous dataflow model [Lee and Messerschmitt, 1987] is capable of describing multi-
rate effects. In this model buffers are bounded FIFO buffers. Each actor still has one firing rule
and therefore the actors consume and produce a fixed pattern of tokens. The tokens consumed and
produced by all actors in a network can be expressed umfance equationslf a solution to this
system of balance equations exists, a feasible schedule exists and can be found at compile time.
The sizes of the buffers can also be determined at compile time. SDF can describe static multi-rate
applications.

The cyclo-static dataflow model [Bilsen et al., 1995] allows each actor to have one or more firing
rules called upon in a known static order. This results in different consumption/production patterns
of tokens, repeated infinitely many times. If a feasible schedule exists, it is found at compile time by
solving a system of balance equations. CSDF can describe cyclo-static multi-rate applications.

The dynamic dataflow model [Jagannathan, 1995] allows each actor to have a set of firing rules
that are not ordered in any particular way. A specific function is bound to each rule of the set. As
soon as one of the rules in the set is satisfied, a valid firing is found and the function associated with
that rule is executed. This model can describe data-dependent consumption/production patterns and is
capable of describing dynamic applications. Since the rules are not ordered, non-deterministic effects
occur. A typical example is the two-input merge function, which has two non-ordered firing-rules;
the rule chosen first is unknown. The DDF model requires a run-time scheduler to evaluate. Be-
cause a schedule cannot be found at compile-time owing to the Turing halting problem [Buck, 1993],
the boundedness of the buffers cannot be calculated at compile time. DDF can describe dynamic
applications in a hon-deterministic way.

A more restrictive DDF model is used in the Ptolemy system [Buck et al., 1992]. This model
also allows each actor to have a set of firing rules, but they are ordered instead; one rule must follow
the other. This model describes dynamic applications in a deterministic way. It requires a run-time
schedulerto evaluate. This restrictive DDF model can describe dynamic applicationsin a deterministic
way.

6.7.2 Process Models

Another way to describe stream-based applications is via process models. Process models describe
an application as a network of processes connected with each other via buffers. The buffers allow
processes to communicate tokens with each other. Each process proceeds autonomously, i.e., it is not
controlled by a global scheduler. A process interacts according to a partrotacol with other
processes in a hetwork. Two well-known process models with different protocolkaareProcess
Networkg(see Section 6.3) andommunicating Sequential Processes

In Kahn process networks [Kahn, 1974; Kahn and MacQueen, 1977], buffers represent unbounded
FIFO queues. These queues automatically buffer output of a process and allow processes, which run
forever, to consume tokens from buffers at different rates. A process stores tokens on a buffer by using
a non-blocking write and reads tokens from a buffer with a blocking read. The blocking read prohibits
testing of ports on the availability of data; a process can only observe one port at a time. Hence a
process is either waiting on a port or performing computations; therefore, Kahn process networks
describe applications in a deterministic way.

In communicating sequential processes [Hoare, 1978, 1985], a buffer is a single place buffer. If
one process puts a token into the buffer, it blocks until the process at the other end of the buffer
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removes the token from the buffer. It is possible to use unbounded FIFO buffers, but CSP must model
them as a process. Within a CSP process which is intended to terminate, it is possible to test on the
availability of data and to select and perform a specific function based on the test results. Hence, the
CSP model can describe applications in a non-deterministic way.

6.7.3 Combined Dataflow/Process Models

A combination of dataflow models and process models can also be used to describe stream-based ap-
plications. Examples of combined dataflow/process models arf@dteflow Process Networkodel

and theApplication State Transitiomodel. The former model combines the Kahn process network
model with dynamic dataflow, whereas the latter model combines CSP with dynamic dataflow.

In the dataflow process network model (DPN) [Lee and Parks, 1995; Parks, 1995], a single Kahn
process contains a function and a seseduential firing rulesThe process itself checks which firing
rule applies, instead of some global scheduler doing this as in the dataflow models. The process
checks these rules in a sequential order with blocking reads (which is why this modskasesitial
firing rules). If a valid firing rule is found, the process fires the actor or function. At the moment the
process fires the actor, all input arguments of the function are present and it evaluates instantaneously.
Tokens are written to the output ports using a non-blocking write. After evaluating the function, the
process checks the firing rules again until a valid firing is found.

In the Application State Transition Model (AST) [Kung, Annevelink, and Dewilde, 1984; Ann-
evelink, 1988], a single CSP process contains a set of functions, whereby each function reads input
data from specific read ports and writes data to specific write ports. When one function from the set
is active, other functions are idle until it has evaluated. After a function evaluates, a control function
f. decides which function to evaluate next based on staed installs a new staté [Held, 1996].

Within the AST mode, the control function can read tokens from a special control port and use these
tokens to decide which function it should evaluate next. The CSP process used in the AST model is
specialized by forbidding the use of non-deterministic processes and by forbidding the use of sequen-
tial compositions of processes. Because this model was inspired by the concept of the applicative state
transition model presented by Backus [1978], it is nametbrdingly.

When we compare the SBF model with other models discussed, we see that the SBF model de-
scribes a combined dataflow/process model. It combines the Kahn process network model with the
dynamic dataflow model. The SBF model differs from the DPN model by having a set of functions
instead of a single function present in a process. Furthermore, the SBF model uses the notion of a
controller instead of a set of firing rules. As a consequence, when a function is activated within the
SBF model, the function reads input data from input ports with a blocking read and writes data with a
non-blocking write. The SBF model differs from the AST model in that it uses Kahn process networks
instead of CSP processes. A Kahn process runs forever, which is more consistent with the notion of
streams. In addition, the Kahn model describes dynamic applications naturally in a deterministic way.
In contrast, a CSP process typically terminates and describes a non-deterministic process [Hoare,
1978]. Furthermore, the controller in a SBF model only observes the state of a SBF object to deter-
mine the next state. Hence the controller does not have a direct connection to the world outside the
SBF object using a control port, as it does in the AST model.

All three models presented distinguish between one or more functions and a control part. In ad-
dition, the models describe a fire-and-exit behavior. Each time a function evaluates, the control part
observes that a transition tookagk. Such a traitfon leads to the clear sequence of function activa-
tions as shown in Equation 6.7. However, a Kahn process is a free interleaving of control and function
statements, as long as the sequence of statements uses blocking reads. In that case, a Kahn process
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might contairfor -loops and other control constructs; the clear notion of a transition is then no longer
present. The notion of a transition is nevertheless pivotal toessfully integrating applications onto
architecture instances, as we will explain in Chapter 7 (where we discuss the mapping of SBF objects
onto functional elements of instances of the stream-based dataflow architecture). Transitions define
clear moments at which to switch from evaluating an application to evaluating an architecture instance
on which the application is mapped.

Finally, we remark that the SBF model can act as dataflow models HDF, SDF, CSDF and determin-
istic DDF. In the case of HDF and SDF, the set of functions contains only one function. Furthermore,
the transition function is equal to= 1 and the binding function binds the only function present to the
control state:, which is always 1. In the case of CSDF, the Batontains more than one function. In
this case, the transition function describes a cycle-static schedule by observing only the control space
C to determine the next state. In the case of deterministic DDF, th& seintains more than one
function. The transition function determines the next state based on both the datd)spadehe
control space”’.

6.8 Implementation of the SBF model

We have constructed the simulat®BFsimfor simulating arbitrary networks of SBF objects. This
simulator uses the object oriented programming language C++ and a multithreading package, and it
consists of approximately 3000 lines of code. To describe a stream-based application as a network
of SBF objects requires that we describe both the network of SBF objects as well as the SBF objects
themselves. We use two different languages, as proposed in [Lee and Parks, 1995]; one to describe
the network, called theoordination languageand one to describe the SBF objects, calledhbst
language

6.8.1 Host Language

The SBFsim simulator uses the programming language C++ as the host language. A C++ object
describes an SBF object very easily because of the similarity between a C++ object and an SBF
object. The staté (i.e., both data space and control spac€’) is implemented as data of an object.

The functions of the set are implemented as methods of an object. The controller of an SBF objectis
implemented using the C++ function-caperator()  [Stroustrup, 1991]. This operator is a special
method that overloads the functional-call operator of an object, a step which facilitates the integration
of an SBF object in a process, as we show later.

To show how a C++ object describes an SBF object, we describe the sample rate converter (SRC)
used in the PiP example that was given in Figure 6.1 as an SBF object. In the PiP application, the SRC
performs a simple down-sampling of a stream of tokens by a particular factor (e.g., a factor of 2). The
SRC is described as an SBF object by the C++ olipeatnSampling . Program 6.2 describes the set
of functions and Program 6.3 describes the controller. The SBF object has two funictiotisn A
andfunction _B. They are both implemented as methods of the C++ olfjeetnSampling , as
shown in Program 6.2. Within the functions, tokens are read usingeheunction, and written
using theput function. Infunction _A, atoken (e.g.aToken ) is read from a channel via read port
in , processed by the (identity) functibrand assigned to a new token (eaNewToken) written to a
channel via write porbut . Function B only reads a token and then destroys it immediately. Hence,
it does not produce any output.

The functions within Program 6.2 have as arguments a read and a write port instead of values.
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Program 6.2. THE SET OF FUNCTIONS MODELED INC++

DownSampling::function_A(ReadPort in, WritePort out)

{
/I Get Token

Token aToken = in.get();

/I Perform Function
Token aNewToken = f(aToken);

/I Put Token
out.put( aNewToken );

}

DownSampling::function_B(ReadPort in)

/I Get Token
Token aToken = in.get();
delete aToken; // Throw away the token

}

This way functions themselves can perform the synchronization with channels usygey thadput
functions.

The controller of the SBF object is described in Program 6.3. It implements the binding fuaction
and transition functionr. The current state of the controlleis modeled via the C++ object variable
state . This variable is defined in the data part of the C++ object. The binding function decides that
function _Ais enabled if the state variable equals zeros, otherfuisgion Bis enabled. After a
function ends, i.e., has fired, the transition function evaluates. It determines the new current state value
state . In this example, the transition function increases the state vargtée by one, modulo a
factorfactor . SBF objecDownSampling realizes a down-sample factor of two if we assign a value
of two to the variabldgactor in the controller.

Program 6.3. CONTROLLER MODELED IN C++

DownSampling::operator()(ReadPort in, WritePort out)
{
/I The Binding Function
if (state == 0) {
function_A(in, out);
} else {
function_B(in); // Throw away token, no output

/I Transition Function
state = (++state%factor); // State variable

Each SBF object executes concurrently with other SBF objects in a network. To have concur-
rency within a C++ environment, we use a simple multithreading package that prgvitesseand
semaphoresvhich can describe Kahn process networks. We already discussed such a package in in
Chapter 4, namely the PAMELA Run Time Library [Nijweide, 1995] (RTL). We are already familiar
with this library and therefore reuse the RTL Library in SBFsim. SBFsim basically describes a Kahn
process network simulator that should correctly describe the partial ordering of samples within a net-
work. Because this does not require time, otheltittmeading packages would do equally well. To
describe Kahn process networks, Parks [1995] uses standard POSIX threadsham{LB83] uses
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UNIX processes.

Using the RTL, a process is created that we use to let an SBF object run concurrently with other
SBF objects. We use semaphores to implement FIFO buffers between the processes, as shown in
Program 5.1. The RTL implements a process scheduler that interleaves the execution of processes as
explained in Section 4.5. This gives the notion of SBF objects that execute concurrently.

Program 6.4. EXAMPLE OF PROCESS

/I endless loop
while(1)

(SBF _object)(inPort 0, outPort .0);
}

An example of a RTL process is given in Program 6.4. It describes a process that never terminates,
because it contains an endless loop usingnthiee(1)  statement. Inside the loop, an SBF object is
called as a function call with two argumentsPort _0 andoutPort _0. These two arguments are
respectively the read port and write port connected to channels which are FIFO buffers that connect
to other SBF objects within a network.

Building Blocks

The building blocks introduced in Chapter 4 are used again to describe a single SBF object. The
behavioral part of a building block describes the process of an SBF object and could be the process
description as given in Program 6.4. The structural part of the building block contains references
to channels. For the SBF object described in Program 6.4, the structural part would thus contain
references to the channels via read pa?brt 0 and write porbutPort 0.

The description given of the example of a system in Figure 4.5 describes a network of SBF objects,
if we do not take resourceesourcel andresource2 into account. Each node in the network is a
building block representing an SBF object and the edges between the nodes are unbounded FIFO
buffers instead of semaphores. In this way, the network in Figure 4.5 describes an application as a
network of SBF objects.

Fire-and-Exit Behavior

Each process defines a single thread-of-control that is passed on from the endless loop to the controller
of an SBF object via the function-call operator (this is shown in Program 6.3). Assuming that this is
the SBF objecbownSampling , then the binding function in the controller program gives the thread-
of-control to eithefunction A orfunction B. If, at any moment, one of the functions terminates
(i.e., the function has fired), the function returns the thread-of-control to the controller, which executes
the transition function. This function updates the state of the SBF object. Finally, the thread-of-control
exits the controller and returns to the endless loop in Program 6.4 and the whole process described is
repeated another time.

The description in Program 6.4 shows clearly why an SBF object describies-and-Exit be-
havior. Recall the sequence that we presented in Equation 6.7, in which a function of the set fires and
a transition takes pce. Each time a functidires, the transition function executes and the thread-of-
controlexitsthe controller of the SBF object to return to the endless loop. Within the endless loop, we
can determine whether transition tookapé. As we will explain in Chapter 7, we use the notion of a
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Fire Exit
(SBF_Object) ( ... (Transition)

Process

Figure 6.10 . Fire-and-Exit behavior.

transition to couple time to an SBF object. Each time a transition takes plve execute@am_delay
statement. Therefore, the execution of a function takes time.

Library of SBF Objects

We store SBF objects inlibrary to encourage reuse of previously defined SBF objects. Furthermore,
we allow SBF objects to describe SBF objects in a parameterized form. Using the overloading of
the function-call operator, an arbitrary SBF object with one input and one output can be used in Pro-
gram 6.4. For that purpose, an SBF objeBF Object is instantiated from the library. Notice that a
process description as given in Program 6.4 describes a one-input, one-output function call. Therefore
separate function descriptions are needed for other combinations of input and output arguments.

6.8.2 Coordination Language

The SBFsim simulator uses a dedicated coordination language that is implemented pesiagrto

recognize a network description langudgd his language describes the processes used in a network
and the connections between these processes. The parser also instantiates SBF objects from the library
and places them onto the processes. Furthermore, it instantiates unbounded FIFOs for the channels
between SBF objects.

Program 6.5. NETWORK OF SBF OBJECTS

Program PicturelnPicture {

(x1) = Source<Source>( NULL );

(x2) = FIR_H<FIR>( x1 );

(x3) = SRC_H<DownSampling(factor=2)>( x2 );
(x4) = Transpose_H<Transpose>( x3 );

( x5) = FIR_V<FIR>( x4 );

( x6) = SRC_V<DownSampling(factor=2)>( x5 );
( x7) = Transpose_V<Transpose>( x6 );

( NULL ) = Sink<Sink(stop=1000)>( x7 );

An example of a network description is given in Program 6.5. It describes the PiP application
given in Figure 6.1. We create a process in the network description for each coarse-grained function
in the application. We created a process, for example, for the horizontalSHRE! that one input
x2 and one output3. For each process, SBFsim creates a RTL process as described in Program 6.4.

!See Section 5.5, where we describe an architecture template, for more information about the use of a parser. In that
section we also explain how the parser instantiates building blocks
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SBFsim installs an SBF Object that is taken from a library on these processes, as described between
the “< >" brackets. For example, SBFsim installs on proceR&Hthe SBF objecbownSampling ,

as described in Programs 6.2 and 6.3. An SBF objectDi&enSampling can be parameterized.

In the network description, we indicate that the SBF objectSREH andSRCV should perform a
down-sampling of a factor of 2.

Each process in Program 6.5 has input and output arguments: on the left-hand side the output
arguments and on the right-hand side the input arguments. The source and sink processes have no
input and output arguments, respectively, as indicated by the keymird The channels between
the processes axa tox7. In the example, SBFsim implements each channel as an unbounded FIFO.
The sink process has the additional paramstgi=1000 , to indicate that it should stop executing
after it has read 1000 tokens. When the sink process stops, the whole network stops.

Although Kahn process networks require unbounded FIFOs, Parks [1995] discusses the construc-
tion of Kahn networks using bounded FIFOs. He argues that the deterministic properties in a Kahn
process networks are retained when bounded FIFOs are used. The use of bounded FIFOs requires
blocking writes to implement a write to a bounded channel. We constructed SBFsim such that it can
instantiate FIFO buffers of arbitrary (parameterized) capacity.

6.9 Conclusions

Within the Y-chart environment we want to map sets of applications onto architecture instances. In
this chapter, we introduced the stream-based functions model of computation to describe the set of
applications. The main reason why we developed the SBF model was to make a smooth mapping
of applications onto architecture instances possible. The SBF model is a new model of computation
suitable for describing stream-based applications as a network of SBF objects.

We presented the SBF object and showed that it has a solid foundation in two well-known models:
Kahn process networks and the AST model developed by Backus. The SBF model structures Kahn
processes such that they consist of a set of functions, a controller and state. We call such a structured
Kahn process an SBF object. SBF objects describe control (the controller) and dataflow (the set of
functions) in one and the same SBF object. This provides a high degree of flexibility when describing
(complex) consumption/production patterns of tokens from streams. These consumption/production
patterns result from transforming multi-dimensional data structures into one-dimensional streams.

SBF objects can describe fine-grained to very coarse-grained functions. As such, networks of
SBF objects describe applications at different levels of granularity. The granularity of the SBF objects
influences the granularity of the function executed by an functional element. The granularity of these
functions is an important design parameter in stream-based dataflow architectures. The granularity
of SBF objects can be enlarged by combining them into a new SBF object or it can be reduced by
decomposing an SBF object into a set of new SBF objects.

We placed the SBF model of computation in the context of other relevant models of computa-
tion. We considered dataflow models like homogeneous dataflow, synchronous dataflow, cyclo-static
dataflow, and dynamic dataflow. We also discussed process models like Kahn process networks and
communicating sequential processes. Finally, we discussed models that combined dataflow/process
models like the dataflow process network model and the application state transition model. We showed
that the SBF model also describes a combined dataflow/process model.

Finally, we described the construction of SBFsim, a simulator that can simulate networks of SBF
objects. In the description of these networks, we made the distinction between the host language,
in which we describe SBF objects, and the coordination language in which we describe the network
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of SBF objects. We showed that the SBF model of computation can be implemented very simply
using C++ and a multithreading package. We also showed that we can reuse the building block ap-
proach presented in Chapter 4 by representing each SBF object by a building block. The coordination
language used in SBFsim is built using a parser that parses a network description language.

Bibliography

Jurgen AnnevelinkHiFi, A Design Method for Implementing Signal Processing Algorithms on VLSI
Processor ArraysPhD thesis, Delft University of Technology, 1988.

John Backus. Can programming be liberated from the von Neumann style? A functional style and its
algebra of programsCommunications of the ACN21(8):613 — 641, 1978.

U. Banerjee Dependence Analysis for Supercomputikywer Academic Publishers, 1988.

Shuvra S. Bhattacharyya and Edward A. Lee. Memory management for dataflow programming of
multirate signal processing algorithm&EE Transactions on Signal Processjd@(5), 1994.

G. Bilsen, M. Engels, R. Lauwereins, and J.A. Peperstraete. Cyclo-static data flds&Hrinterna-
tional Conference ASSPages 3255 — 3258, 1995.

Joseph Buck, Soonhoi Ha, Edward A. Lee, and David G. Messerschmitt. Ptolemy: A framework for
simulating and prototyping heterogeneous systdnisrnational Journal of Computer Simulatipn
1992. Special issue on Simulation Software Development.

J.T. Buck.Scheduling Dynamic Dataflow Graphs with Bounded Memory Using the Token Flow.Model
PhD thesis, Dept. of EECS, University of California at Berkeley, 1993. Tech. Report UCB/ERL
93/69.

A.P.W. Bohm. Dataflow ComputationNumber 6 in CWI tract. Centrum voor Wiskunde en Informat-
ica, Amsterdam, 1983. Dutch.

Adele Goldberg and David Robso&malltalk-80, The Language and Its Implementatiaddison-
Wesley Publishing Company, Xerox Palo Alto Research Center, 1983.

Peter Held.Functional Design of Dataflow Network$’hD thesis, Delft University of Technology,
1996.

C.A.R. Hoare. Communicating sequential proces§gsnmunications of the ACN21(8):666 — 677,
1978.

C.A.R. Hoare.Communicating Sequential ProcessBgentice-Hall, 1985.

R. Jagannathan. Dataflow models. In E.Y. Zomaya, edRarallel and Distributed Computing
HandbookMcGraw-Hill, 1995.

Johan G.W.M. Janssen, Jeroen H. Stessen, and Peter H.N. de With. An advanced sampling rate
conversion algorithm for video and graphics signals.|B& Sixth International Conference on
Image Processing and its Applicatigi@ublin, 1997.

Gilles Kahn. The semantics of a simple language for parallel programmingroln of the IFIP
Congress 74North-Holland Publishing Co., 1974.



BIBLIOGRAPHY 159

Gilles Kahn and David B. MacQueen. Coroutines and networks of parallel proces$asclof the
IFIP Congress 77pages 993 — 998. North-Holland Publishing Company Co., 1977.

S.Y. Kung, J. Annevelink, and P. Dewilde. Hierarchical iterative flowgraph integration for VLSI array
processors. IiProceedings University of Southerni@arnia (USC) Workshop on VLSI and Signal
Processing1984.

Edward A. Lee and David G. Messerschmitt. Synchronous dataRave. IEEE 75(9):1235 — 1245,
1987.

Edward A. Lee and Thomas M. Parks. Dataflow process netwétcceedings of the IEEB3(5):
773-799,1995.

Marc Nijweide. The pamela run-time library, version 1.3. Technical Report 1-68340-27(1995)06,
Laboratory of Computer Architecture and Digital Techniques, Delft University of Technology,
1995. http://duteppO.et.tudelft.nl/ gemund/publications.html

Tom Parks Bounded Scheduling of Process NetwoilRBD thesis, University of California at Berke-
ley, 1995.

Bjarne StroustrupThe C++ Programming Languagéddison-Wesley, 2nd edition, 1991.

Arthur H. Veen. Dataflow machine architectu&®CM Computing Survey$8(4):366—396, 1986.



160 BIBLIOGRAPHY




Chapter 7

Arch. Model Il
(Pamela/C++) SBF-Model

Mapping
Retargetable
Simulator (ORAS)
Performance
Numbers

Construction of a Retarget-
able Simulator and Mapping

Contents
7.1 Retargetable Architecture Simulators . . . . . ... ... oL 162
7.1.1 Requirements . . . . . . . ... 163
7.2 The Object Oriented Retargetable Simulator (ORAS) . . . . .. ... ... .. 163
7.3 Developmentof ORAS . . . . . . . . . . e 165
7.3.1 Step l:Structure . . . . . . . L 165
7.3.2 Step2:ExecutionModel . . . ... ... ... .o o 166
7.3.3 Step3:MetricCollectors. . . . . .. ... .. 166
7.4 Mapping Applications . . . . . . .. 167
741 Mapping Approach . . . . . ... 168
7.4.2 Matching Models of Architecture and Computation . . . . . .. ... ... 169
7.4.3 ControlHierarchy . . . . . . .. ... .. 170
7.5 The Interface Between Application and Architecture . . . . . . . ... ... .. 172
7.5.1 The Application — Architecture Interface . . . . ... .. ... ...... 173
7.5.2 RestrictingResources. . . . . . . ... e 175
7.6 Construction Example . . . . . . . . L 175
7.7 RelatedWork . . . . . . e 176
7.8 DiscussiononORAS . . . . . . . 177
7.8.1 BuildingBlocks . . . . ... 178
7.8.2 High-level Primitives . . . . . . . . . ... . . 178
7.8.3 InterpretedModel . . . . . . . .. 178
7.8.4 Limitations . . . . . . ... 178
7.9 A Generic Approach for a Retargetable Simulator . . . . ... ... ...... 179
7.9.1 Stepl:Structure . . . . . . . .. 179
7.9.2 Step 2: ExecutionModel . . . . ... o 179
793 Step3:MetricCollectors. . . . . .. ... . 180
7.9.4 Mapping . . . . . . 180
7.10 Conclusions . . . . . . . 180
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HE use of the concepts presented in the previous chapters, for the constructiorQifj¢ice
oriented Retargetable Architecture Simulat@RAS) is what we discuss in this chapter. We
also discuss how applications map onto executable architecture instances that have been derived from
the architecture template of stream-based dataflow architectures, using ORAS.

So far, we have discussed performance modeling techniques in Chapter 4 to model systems to
acquire performance numbers. In Chapter 5, we used this modeling technique to construct executable
architecture instances of stream-based dataflow models using building blocks. In Chapter 6 we ex-
plained how we model applications using the stream-based function (SBF) models. In this chapter,
we combine the concepts presented in the last three chapters to construct ORAS.

A retargetable simulator derives specific simulators for different architecture instances. It does
this from an architecture template as we discuss in Section 7.1. The retargetable simulator ORAS is
presented in Section 7.2 and is followed in Section 7.3 by an explanation of the three steps involved
within ORAS. Being able to derive a simulator for an architecture instance is not all that is required
to produce performance numbers; we must also map applications onto such an architecture instance.
How applications, which are written as networks of SBF objects, map onto architecture instances is
discussed in Section 7.4. The SBF model describes dynamic dataflow. The workload that an applica-
tion represents may change, depending on the content of the stream that the application processes at
run-time. To reflect the correct dynamic workload on an architecture instance without much modifi-
cations an architecture/application interface is needed, as we discuss in Section 7.5. In Section 7.6,
we present an example that shows how ORAS constructs an architecture instance that executes the
Picture in Picture (PiP) application (discussed in Chapter 6). We look at a one-to-one mapping and a
many-to-one mapping of this application onto an architecture instance. In Section 7.7 we discuss re-
lated work on constructing high-level retargetable architecture simulators. In Section 7.8 we evaluate
ORAS in the context of other architecture simulators. Finally, in Section 7.9, we reconsider the three
steps used in ORAS and show how they provide a generic outline for retargetable simulators for other
architecture templates.

7.1 Retargetable Architecture Simulators

To be able to execute architecture instances within the Y-chart environment, we need a retargetable
architecture simulator for the architecture template of stream-based dataflow architectures. We define,
inspired by [Marwedel and Goossens, 1995], a retargetable architecture simulator to be

Definition 7.1. RETARGETABLE ARCHITECTURE SIMULATOR

A Retargetable Architecture Simulati@a simulator that can simulate different architecture in-
stances from an architecture template if an architecture description is provided for each architecture
instance. O

In this chapter, we develop a retargetable simulator that derives a specific executable simulator
for a specific architecture instance. We also discussed the development of the retargetable simulator
in [Kienhuis et al., 1998]. When we say a retargetable simuld¢oivesa specific executable sim-
ulator, we mean that the retargetable simulator instantiates a specific executable simulator in various
steps. By executing such a derived simulator, we obtain the desired performance numbers for an
architecture instance.
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7.1.1 Requirements

The retargetable simulator that we develop for stream-based dataflow architectures needs to satisfy to
the requirements of retargetability, execution speedaaadracy.

Retargetability The retargetable architecture simulator must be capable of deriving simulators for
all possible architecture instances of an architecture template. The parameters present in an
architecture template of stream-based dataflow architectures clearly indicate the level of retar-
getability required. We should exploit this confinement to obtain efficient retargetable simu-
lators. Furthermore, the derived simulator should simulate valid instances of the architecture
template. We thus need to be able to verify whether an architecture instance is a valid one with
respect to the architecture template of stream-based dataflow architectures.

Execution SpeedThe retargetable simulator will be used in Chapter 8 to evaluate the performance
of architecture instances for the purpose of design space exploration. This leads to a very
important requirement for the derived simulators, namely their execution speed. In the end it
is the execution speed that determines the number of instances which we can evaluate within
a certain amount of time. This requirement is especially important in application domains
like video and radar that are very computationally intensive and involve a large amount of
communication. Providing support for retargetability introduces a certain amount of overhead
in a simulator. Since this overhead reduces the simulation speed of the derived simulators, it
should be kept as small as possible.

Accuracy Here we study derived simulators that deliver cycle-accurate performance numbers. These
simulators must also be able to execute the dynamic behavior of both the architecture and the
applications. That is to say, the simulators must evaluate an interpreted performance* model
We provide such a model by mapping applications onto architecture instances and executing
the application on the architecture instance.

7.2 The Object Oriented Retargetable Simulator (ORAS)

We develop th@bject Oriented Retargetable Simula{@RAS), which derives a specific simulator
for an architecture instance using the following three steps:

1. ORAS constructs the structure of an architecture instance from a textual architecture descrip-
tion.

2. ORAS adds an execution model to the structure of the architecture instance to obtain an exe-
cutable architecture instance.

3. ORAS instruments the executable architecture instancemmethic collectorso measure and
to extract performance numbers for selected performance metrics.

The three steps implemented in ORAS are shown in Figure 7.1. The first step concerns only the
structure of architecture instances. In this step, ORAS exploits object oriented principles to construct
the structure of architecture instances. It employs a parser that combines architectural elements, which
are modeled as building blocks, to construct the structure of a stream-based dataflow architecture

1See Chapter 4 where we explain what interpreted and uninterpreted performance models are
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Figure 7.1 . The three steps used within the Object oriented Retargetable Architecture Sim-
ulator (ORAS).

instance. The parser validates whether an architecture instance specified in a textual architecture
description complies with the architecture template. In the second step, ORAS adds an execution
model based on the Run-Time Library (RTL) to the structure of an architecture instance, yielding an
executable architecture instance. It also instantiates SBF objects from the function library. In the
third step, ORAS instruments the executable architecture instances with metric collectors to measure
and extract performance numbers for particular performance metrics during a simulation. Finally, the
derived simulator reads in a routing program to execute an application, thus rendering the requested
performance numbers.

Figure 7.1 is very similar to Figure 5.2, which shows the four issues involved in constructing an
executable model of an architecture instance from an architecture template. Figure 7.1 differs from
Figure 5.2 in that the use of building blocks to model architectural elements is explicitly indicated in
it. In addition, the modeling process is split into three separate steps. Each building block contains a
structural part used in the first step, a behavior part used in the second step, and the building blocks are
instrumented to extract performance numbers in the third step. Another difference is that SBF objects
are instantiated onto functional elements from a library of SBF objects in the second step.
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7.3 Development of ORAS

In our development of ORAS, we focused primarily on constructing a retargetable architecture sim-
ulator that executes fast while being cycle-accurate and capable of performing a functionally correct
simulation. We now elaborate on the three steps used in ORAS.

7.3.1 Step 1: Structure

The first step taken in ORAS concerns the construction of an architecture instance that is a feasible
instance of the architecture template of the stream-based dataflow architecture. The construction of
such complex structures is easier if a programming language satisfies the following requirements:

Composition We defined an architecture to be a collection of interconnected architectural elements
as explained in Section 5.1. Each architectural element defines the constituent elements of an
architecture instance and is modeled as a building block. We combine these building blocks to
form larger hierarchical structures. For setting up the structure of an architecture instance, only
the structural part of a building block is relevant.

Behaviors We introduced the notion of “architectural element type” to indicate that an architectural
element has properties that can be implemented using more than one behavior. We describe
the concept otypesby means of abstract classes. When we construct an architecture using
only types we can still select various behaviors. This is illustrated in Figure 5.4), in which we
show the typdufferdescribed as an abstract class with read and write methods. Three classes
are derived from this abstract class, and they implement different behaviors, namely that of a
handshake buffer, a bounded FIFO buffer, and an unbounded FIFO buffer. For the stream-based
dataflow architecture we set up a class hierarchy (as shown in Figure 5.5) which shows the
abstract classes describing architectural element types and the derived classes describing the
various behaviors of the types.

Verification The architecture instance for which ORAS derives a simulator must comply with the
architecture template of stream-based dataflow architecture. We explained in Section 5.5 how
we can specify an architecture template in terms of composition rules inBNRese rules
also describe the grammar of an architecture description language.

ORAS uses a parser (i.e., Flex and Bison) to decompose a textual architecture description into
elements that the parser matches against the grammar of the architecture template. If a valid
rule is found, the parser activates the associated action; for example, instantiating an object
representing a building block from the class hierarchy shown in Figure 5.5. The parser also
resolves interconnections between objects, i.e., which object connects to which other object.

High-Level Constructs ORAS constructs the structure of architecture instances by combining ob-
jects. To facilitate the combination of objects, ORAS adopts high-level programming constructs
like vectors lists, andmaps These high-level constructs are part of the new standard in C++
libraries called thé&tandard Template Librar§8TL) [Musser and Saini, 1996]. Because STL
implements the high-level constructs using the C++ template mechanism [Stroustrup, 1991],
the constructs are very efficient and introduce very little overhead. STL has proven to be a key
technology for the effective and efficient development of ORAS.

2See appendix A for the BNF rules describing the composition rules of the architecture template of stream-based dataflow
architectures
3Examples of STL constructs were shown when describing the various building blocks in Section 5.4
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7.3.2 Step 2: Execution Model

In the second step, ORAS adds an execution model to the structure of an architecture instance, to
acquire an executable architecture instance. The model it adds is the Run-Time Library presented in
Section 4.4. The process descriptions of building blocks are created during this stepnatiiog

init _process as discussed in Chapter 4. The processes activated for the various types of architec-
tural elements were discussed in Section 5.4.

ORAS instantiates the structure of all objects in the first step and in the second step passes this
structure on to the processes of building blocks (Usingtliepointeras explain in Section 4.4).
Because the structure of the architecture is already resolved in the first step, processes no longer have
to decode any structural aspects of the architecture at run-time. This is a crucial step in the creation of
an efficient simulator that is still retargetable. In this second step, ORAS also instantiates SBF objects
(as presented in Chapter 6) onto functional elements. ORAS doesith@ut any modificationf
the SBF object. We explain in detail in the second part of this chapter how the instantiation of SBF
objects onto functional elements takes place.

7.3.3 Step 3: Metric Collectors

The building blocks in ORAS are instrumented with metric collectors so that they can harvest the
performance numbers from the derived simulator. Tmeegic collectorswhich can be activated in

the third step, are special objects that collect performance numbers during a simulation for high-level
performance metrics and present the results, possibly in statistical form, at the end of a simulation.

Element Type \ Performance Metric \

Comm. Structure Utilization

Controller Utilization

Buffer Filling Distribution

Routers Response Time Controller

Functional Unit | Utilization, Number of Context Switches
Functional Utilization, Pipeline Stalls

Element Initiation Period, Number of Operations
Architecture Number of Operations, Total execution time

Table 7.1. Metric collectors implemented for the instrumentation of different architectural
element types.

In Table 7.1 some performance metrics are given for architectural elements of the stream-based
dataflow architecture. The metric collectors gather information about the complete architecture, such
as the number of executed operations or the total execution time in cycles. We can use these numbers
to evaluate, for example, the performance metric “parallelism”. Other collectors may measure how
long a semaphore blocks a process, thus measuring “response time” or “waiting time”.

In Program 7.1, we show the coderoéthodwrite  of a FIFO-buffer again, but now we include
the code for the metric collectonetricCollector to determine the filling distribution within the
FIFO buffer, an instrumentation done for every FIFO buffer in the architecture. Each time a token
is written into the FIFO buffer, the metric collector determines how many tokens are present in the
buffer at write times. At the end of a simulation, a metric collector creates a histogram of the FIFO
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Program 7.1. THE WRITE METHOD OF ABOUNDED FIFO BUFFER

void Fifo::write(Sample a)

{

pam_P (room); /I Is there Room in the FIFO?
metricCollector.histogram(token++); /I Instrumentation
buffer[writefifo] = a; /I Write in buffer

writefifo = (++writefifo)%capacity;

pam_delay (1); /I 1t takes 1 clock cycle to write
pam.V (data); /I Tell there is data available

FIR Router 1 unbounded histogram
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Figure 7.2 . Histogram of the sample distribution of a buffer.

buffer filling, as shown in Figure 7.2.

The histogram shows in percent how many samples are in a buffer when a sample is written into the
buffer. On average, there are 9 samples in the buffer when a sample is stored in the buffer. However,
the maximum number of samples that can be stored at a particular time instance is 19 samples. The
minimum number of samples that are stored at a particular time instance is 5 samples.

We show performance numbers in Table 7.2, produced by some of metric collectors given in
Table 7.1. It shows the visit count and utilization for the functional elements “LowPass” and “Trans-
pose”. As an exampld,owPassFilter ~ was visited 25830 times during a simulation; it was thus
utilized for 33.19%. The table also shows the total number of operations executed by all functional
elements in a simulation (83937), which, according to metric collgaa@ilelism  , means that on
average 1.08 functional units were active per cycle.

7.4 Mapping Applications

Not only must we derive a simulator for an architecture instance, but we must also be able to map
applications (e.g. the workload) onto such an architecture instance to evaluate its performance. We
think that this mapping can be solved quickly only if the model of computation matches the model

of architecture (we presented this mapping approach in Section 3.3.2). In this section, we show what
a natural matching of models of architectures and computations actually implies. We also show that
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LowPassFiltewvisit_count = 25830
LowPassFiltewtilization =33.19%
Transposevisit_count =12911
Transposautilization =16.59%
Parallelism =1.08
Operations = 83937

Table 7.2. Results produced by metric collectors.

this mapping leads to a 3-level control hierarchy.

7.4.1 Mapping Approach

We discussed the mapping of applications already briefly in Section 5.6, where we discussed the
programming model of stream-based dataflow architectures. In that section, we showed that edges
of the network map to a buffer/router/buffer-tuple, that a node of the network maps to a functional
element installed on a functional unit, and that a stream maps to a packet stream. Later, in Chapter 6,
we specified what the model of computation of such network is and how the internals of such a
node look. So, instead of mapping a node onto a functional element, we map an SBF object onto a
functional element, as shown in Figure 7.3. A smooth mapping of this SBF object onto a functional
element is only workable when the model of computation of the SBF model matches the model of
architecture of stream-based dataflow architectures.

(00000000000 000000000;
Edge
’ SBF Object Stream
\y (maps to) \y (maps to) \y(maps to)
'IIEEIII' [©0000000000000000000)
Output Buffer Input Buffer header data
Router [::::::::] packet

Functional Unit

Figure 7.3 . The mapping of an application described using the SBF model onto an archi-
tecture instance.

The actual digital signal processing takes place within functional elements. They execute func-
tions that process the streams containing data samples (see, for an example, Section 5.4.9 where
we modeled a functional element as a building block). When we want to map an application onto an
architecture instance, it is the function of a functional element, however, that should describe the func-
tionality represented by SBF objects. Such a simple mapping only takes place when the functional
elements are indeed capable of describing the behavior of SBF objects. In stream-based dataflow
architectures, functional units shield off functional elements from details of the architecture. Con-
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sequently, functional elements appear to operate in isolation on unlimited streams and they remain
unaware of the fact that these streams are transported through architecture instances as packets.

As we defined it in Chapter 3, the model of architecture is the interaction between the various
architectural elements. In the model of architecture of stream-based dataflow architectures, however,
functional elements may be considered separately from other architectural elements. Because SBF
objects map to these functional elements, it is only the behavior of functional elements that needs
to be considered in the mapping. The communication taking place over buffer/router/buffer-tuples
needs to adhere to a FIFO behavior, so the matching relationship between the stream-based dataflow
architecture and stream-based functions model becomes the relationship as shown in Figure 7.4. The
SBF objects part of the SBF model of computation should match the functional elements, which is
part of the model of architecture of stream-based dataflow architectures.

Architecture Algorithms

Data Type

Model of Architecture Model of Computation

V Streams V

Functional Elements Stream Based Functions
Samples

Ordering of Samples Ordering of Samples

Time

Figure 7.4 . Matching the model of computation of the SBF object to the model of architec-
ture defined by the functional elements implies that SBF objects map to functional elements.

7.4.2 Matching Models of Architecture and Computation

The mapping of an SBF object onto a functional element is illustrated in Figure 7.5. It shows a
functional element with its read and write processes and a pipeline between these processes. It is
similar to Figure 5.9, except that it has an SBF object with 2 input ports and 2 output ports mapped
onto the read process of the functional element. This is possible because the model of computation
of the SBF object matches the model of architecture determined by the behavior of the functional
element.

Model of Computation A network of SBF objects is a Kahn process network and the SBF objects
obey the Kahn rules. These rules assert that the underlying process of a single SBF object observes
one buffer at a time and either reads a token from the buffer or blocks, implementing a blocking read.
The same rules apply when writing to buffers (based on the assumptions stated by Parks [1995]).
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Model of Architecture A functional element operates in a data-driven fashion, which means that
its activity is determined solely by the availability of data. The read process of a functional element
checks the availability of data by reading tokens from the input buffer using blocking reads. It reads
from one buffer at a time. The writing of tokens happens using a blocking write.

(Maps to)
Read Process WriteProcess

Instantiate

Controller

SBF Object

Read Ports Write Ports

Figure 7.5 . Mapping of an SBF Object onto the read process of a functional element.

Matching Both an SBF object and a read process of a functional element describe the same exe-
cution rules, i.e. the Kahn rules. Likewise, both an SBF object and a functional element operate on
continuous streams of data of the same type, i.e. streams of samples. Because the behavior of both the
functional element and the SBF object is the same, and moreover, because both operate on continuous
stream of samples representing data samples, we conclude that SBF objects can seamlessly integrate
into read processes of functional elements. How this integration takes place inside ORAS is discussed
in Section 7.5.

7.4.3 Control Hierarchy

When we write applications as a network of SBF objects, we assume unlimited resources: each SBF
object is a process on its own and it interconnects with other SBF objects in a point-to-point fashion
using FIFO buffers. In contrast, an architecture instance on which we map applications has a limited
amount of resources at its disposal. It exploits functional unit sharing to enhance efficiency, and
uses a function repertoire to enhance flexibility, as explained in Section 2.1.3 where we discussed the
behavior of stream-based dataflow architectures.

Because an SBF object maps onto a functional element, we map the point-to-point communica-
tions between SBF objects onto buffer/router/buffer-tuples, as shown in Figure 7.3. The mapping of
the communication between SBF objects leads to a control hierarchy on the stream-based dataflow
architecture that consists of three levels of controllers:

1. The global controller,
2. The controller that is local to the functional unit,

3. The controller that is part of the SBF object instantiated onto a functional element.

This control hierarchy is depicted in Figure 7.6. The first levadyel 1 relates to the global
controller that we can program by means of a routing program (see Section 5.6, where we explain
the programming model of stream-based dataflow architectures). The secontlésetl? relates
to the local controller of a functional unit. Based on thefield of a header arriving at the opcode-
port of the functional unit, a functional element is activated from the function repertoireXi.e.
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{F1, F2, F3,F4}) (see Section 5.4.8, where we modeled the local controller of a functional unit). In the

figure, the global controller has assigned a valuHithat relates to functional elemeiRt. An SBF

object is instantiated on each functional element and the third leseél 3 relates to the controller

being part of that SBF object (see section 6.4, where we described the modeling of SBF objects).
The controllers at level 1 and level 2 only concern the communication between SBF objects and the

multiplexing of streams. However, the controller at level 3 is completely determined from the given

application description. The control at level 3 is invariant with respect to the architecture instances.

Control Function Repertoire
Levels (Static)
F4
E@ z
F2
F1| 3
Level 3 o=,
S
o8
Yo |8
3
@ =
7]
[
1T
\1 Selection FE, based on Header value
(Run-Time)
Level 2 Local Controller
Functional Unit

H‘Fl‘ Length ‘ Data

/jf,//Header filled by Global Controller
(Run-Time)

Level 1
= Global Controller

Routing Program
(Static)

Figure 7.6 . Control Hierarchy in the stream-based dataflow architecture.

Level 1 The first level of control is at the global level where the global controller resides. The global
controller contains a routing program that describes the static routing of packets through an
architecture instance. Routers interact with the global controller to receive this routing infor-
mation (see Figure 5.16, where we showed how a router interacts with the global controller to
change the content of a header). By down-loading another routing program, we can establish
another flow of packets, causing the execution of another application.

Level 2 The second level of control is at the level of the functional units where the local controller
resides. The local controller of the functional unit selects and activates a functional element
at run-time from the function repertoitg of the functional unit, based on thé field of the
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header arriving on the opcode-buffer of the functional unit (in packet-switching mode). The
value ofHs is set at run-time by routers. The function repertoire, on the other hand, is statically
resolved when an architecture instance is defined. For example, in the architecture description
given in Figure 5.11 we devised the regular processing elefFiéiat with a functional unit

with two functional elements, respectivalpwPassandHighPass

Level 3 The third level of control is at the level where SBF objects reside, which is internal to func-
tional elements. The controller of an SBF object specifies the consumption/production pattern
of an SBF object, and thus of a functional element (see, for an example, Table 6.1, where we
show how the controller of an SBF object specifies the consumption/production pattern of the
SBF object).

In the architecture description given in Figure 5.11 the functional eleir@mPassnstantiates

SBF object “Lowpass” and functional elemdiighPassinstantiates SBF object “Highpass”,
both from the library of SBF objects. At this level, by selecting a particular SBF object for
the functional element to execute, we determine the grain size of a functional element, which
equals the granularity of an SBF object.

Modeling the Function Repertoire

We describe function repertoires as consisting of different functional elements. Not every functional
element is going to become a piece of hardware on its own. In practice, we combine functional
elements into one piece of hardware. In the Jacobium case (which will be discussed in Section 9.3),
we indicate how such a functional unit may look. Although we can construct a function repertoire of
very different SBF objects, it is more logical to combine SBF objects that have more similar sets of
functions (as given by Equation 6.1).

7.5 The Interface Between Application and Architecture

The SBF model describes dynamic dataflow. The workload that an application represents may change
depending on the content of the stream(s) that the application processes at run-time. In the case of
video applications, the workload that results depends on the sequence of images being processed.
MPEG [Rao and Hwang, 1997] algorithms typify such applications. Suppose such an application
describes a dynamic workload and executes on a simulator derived by ORAS, as shown in Figure 7.7.
The processing of the clown video-sequence results in a workload, for which the simulator delivers
particular performance numbers. If another sequence is chosen instead of the clown video sequence,
then another workload results for which the simulator should deliver other performance numbers.
Notice that the routing program — and thus the mapping — remains the same.

To have the simulator execute the correct dynamic workload without our having to make a large
modification to the original application description, we want to evaluate SBF objects functionally
correctly at run-time in the context of architecture instances. This implies that SBF objects should
access and process the data which flows through an architecture instance, simulating an interpreted
performance model of the architecture instance. Alternatively, SBF objects ne&gptination —
Architecture interface An SBF object interacts on this interface with the data flowing through the
architecture instance. Via the interface, the SBF object can access the data from the architecture
instance, process it, and put new results back into the architecture instance.
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Routing
Program

Video Sequence (N)

Simulator

=

Performance (N)
Numbers

Figure 7.7 . The performance numbers found by executing an application onto an architec-
ture instance is also influenced by the type of content processed.

7.5.1 The Application — Architecture Interface

When we were discussing the 2-input, 2-output functional element in Section 5.4.9, we indicated that a
functional element evaluates a function in its reaacessand executes thaethod executeFunction22
shown in Program 5.8. This method contains the function call

(function)(sample0, samplel, &new _sample0,&new _samplel),

which instantaneously evaluates a standard C function call consuming two samples and producing
two samples. The disadvantage of using this scheme is that the function call cannotrhalticiate

effects, i.e. a function must always consume a fixed number of arguments and always produce a fixed
number of output values. One can circumvent this limitation by tagging the samples as either valid or
not valid, but this would lead to many additional control statements, because checks are needed as to
whether the data is valid or not.

Function Call Overloading

The SBF objects we introduced in Chapter 6 use an interface that can be seen as a regular C function
call (This is shown in Program 6.4), where we integrate an SBF object into a RTL process). The
interface is realized by overloading the C++ function-call operatordperator() ) as explainedin

Section 6.8. The integration of an SBF object into a functional element only requires that we replace
the original C function call in the read process of the functional element with the SBF object function
call

(SBF _Object)(portIn[0],portin[1],pipeline _portIn[0],pipeline _portin[1])
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The SBF object functional call accepts references to read and write ports, respestitiely and
pipeline  _portin , whereas the original C function call accepts samples. This way, the controller
of the SBF object becomes responsible for the neadtessof the functional element that reads a
correct, but variable amount of tokens frguartin - and writes a correct, but variable amount of
tokens toipeline  _port .

We show the revised program famethod executeFunction22 in Program 7.2. The read
and write ports used in the architecture modeling are different from the read and write ports used
in the application modeling. In the architecture modeling, ports are involved in header processing,
whereas in application modeling, headers do not exist. However, because of polymorphism, SBF
objects remain unaware of this difference. In Program 7.2, we pass on the input ports of the functional
element (i.e.portin] ) and the input ports of the pipeline (i.@ipeline  _portin[] ) to the SBF
object.

Program 7.2. EXECUTE A 2-INPUT, 2-OUTPUT SBF OBJECT

method executeFunction22 {

/I Execute the SBF Object
/I Pass on pointer to input and output, do not pass samples
(SBF _Object)(portIn[0],portIn[1],pipeline_portin[0],pipeline_portin[1]);

/I Calculate when these Samples are ready to leave the FE
leave_time =  pam.time () + (latency * initiation _period );

/I Pass the Execution to the sample
pipeline_portIn[0].setTime( leave_time );
pipeline_portin[1].setTime( leave_time );

Passing Over the Thread-of-Control

As soon as the reggrocessof a functional element passes the thread-of-control to the SBF object,
the controller of the SBF object becomes responsible for the reading and writing of tolenais®

SBF objects have a fire-and-exit behavior (see Section 6.8, where we integrate an SBF objectina RTL
process), the reaprocessof the functional element always gets back the thread-of-control when a
function has fired. Notice that when the enabled function of the SBF object tries to read from an input
buffer (e.g., via portIn[0]) and blocks, the repmbcessof the functional element also blocks.

Augmenting SBF Objects with Time

Because the reaprocessof the functional element always gets back the thread-of-control when a
function has fired, we can simply augment an SBF object with time by callipgna.delay state-
ment each time a trait®n (i.e., the firing of a function) takes gte. We put gpam_delay state-
ment in the endless loop in Program 6.4 following a call for the SBF object. In the context of the
read process of a functional element, ffiean_delay statement must be replaced by eem_delay
(initiation _period ) statement shown in Program 5.9.

We use the architecture description that we gave in Figure 5.11 to illustrate how we define func-
tional elements executing a function. In Figure 7.8, we describe one functional element on which
ORAS will instantiate the SBF objetbwPass from the library of SBF objects. This SBF object has
two parameters (i.elatency andinitiation _period ) resulting in a pipelined implementation of
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18 stages and an initiation period of 1 sample per cycle. The initiation period of 1 is assigned to the
pam_delay statement in Program 5.9. The pipelining is handled as explained in Section 5.4.10.

FunctionalElement LowPass(1,1) {
Function { Type: LowPass(initiation _period= 1latency= 18); }
Binding {
Input ( 0->0 );
Output ( 0->0 );
}

Figure 7.8 . Definition of a functional element named LowPass in an architecture descrip-
tion, with one input and one output port.

7.5.2 Restricting Resources

An architecture instance is responsible for the handling of packets. An SBF object cannot do this,
because itis, after all, isolated by the functional unit from the notion of packets. When an architecture
instance uses an SBF object involving multi-rate effects, however, the amount of data produced by that
object changes and it is the responsibility of the architecture to decide how to manage these changes.
It can choose between combining various input packets into one new packet and sending out
smaller packets. Thus, suppose we have an architecture instance that uses a functional element on
which an SBF object is installed that describes a down-sampler with a factor of two (see, for exam-
ple, Program 6.3, describing the SBF objpotvnSampling ). Now, if the SBF object processes a
packet stream with a packet length of 100 samples, the local controller of the functional unit in which
the functional element resides can either produce two packets of 50 samples each or combine two
collections of 50 samples into a single output packet of 100 samples.
Although it is the responsibility of the architecture instance to handle the length of new packets,
it is convenient to add an extra method (i.gefNewLength ) to SBF objects that provides control
over the length of new packets. We incorporatedriethod getNewLength  in the revised ver-
sion of method writeheader of Program 5.14, as shown in Program 7.3. Before sending out a
new header, the write port negotiates with an SBF object a new header lngsing themethod
getNewLength .

7.6 Construction Example

As an example of how to use ORAS to construct an architecture instance, we now construct two
architecture instances that are able to execute the Picture in Picture (PiP) application presented in
Section 6.1. Both architecture descriptions and their routing programs are given in Appendix B.

For the PiP application we defined one architecture instance with eight functional units, as shown
in Figure 7.9(a). Because it is an architecture instance, we have to specify all its parameters. For
example, we have to specify that the architecture instance employs a switch matrix and a First-Come-
First-Served (FCFS) strategy for the global controller. Furthermore, the packets produced by the
source will contain 120 samples and a request to the global controller will take 4 cycles. The input
and output are bounded FIFO buffers with a capacity of 30 and 20 samples, respectively. The functions
from Figure 6.1 mane-to-onento the eight functional elements, one for each functional unit.
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Program 7.3. WRITE PORT METHODS

method writeHeader

{
/I Each time we write a Header, we have to take it of the Queue
header = headerQueue.pop();

/I Get the correct offset of the output port
header.setBase( header.getBase() + Offset );

/I Get the length of the packet
old_length = header.getLength();

/I Get a New length from the SBF Object
length = SBF_Object.getNewLength( old_length );

/I While writing the Header, give back control to caller
pam_delay ( 4 );
output_buffer.write( header );

Since stream-based dataflow architectures permit sharing of functional units between different
streams, they also suppaniany-to-onanappings. In that case, more than one application function
maps to one and the same functional unit. In Figure 7.9(b), we show an architecture instance that
also can execute the Picture in Picture application but shares functional units. Both the architecture
description and routing program are given in Appendix B. In this architecture instance, each functional
unit has a function repertoire of two functional elements each executing identical functions (e.g.,
sample rate conversion). Each time a context switch occurs, a function has to operate on the correct
data belonging to the correct stream. Because each function linked into these functional elements is
an object (e.g., an SBF object) encapsulating data and functions within the same entity, we only have
to switch between objects to make the activated function operate on the correct data (see the modeling
of the functional element in packet-switching mode in Section 5.4.8).

The current version of the simulator can simulate 10,000 SBF function calls (or firings) per sec-
ond instantiated on arbitrary functional elements with all metric collectors active. ORAS needs 9
minutes to functionally process a full video picture of ¥HY6 pixels through the 8 functional units
of Figure 7.9(a). The total implementation of ORAS required approximately 20,000 lines of C++
code.

7.7 Related Work

Very few high-level architecture simulators have been built for application-specific dataflow architec-
tures. These simulators have typically been dedicated to a specific architecture, built at a low level of
abstraction, and not, or hardly, made retargetable.

We already considered architecture simulators for general purpose processors in Chapter 3. Some
of these simulators are retargetable, like the TriMedia simulkteBinSijstermans et al., 1998] and
the DSP simulatoBupersinjZivojnovic et al., 1996]. Both architecture simulators have in common
at least the use of the C programming language, mainly for reasons of performance. Nonetheless, the
C programming language does not support parallelism as required by the kind of architectures that we
are considering.

Rose and Shackleton [1997] used VHDL to perform dedicated high-level architecture simulations
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Figure 7.9 . Two architecture instances for Picture in Picture (PiP); (a) the one-to-one map-
ping of PiP and (b) the many-to-one mapping of PiP.

for high-performance signal processing systems within the RASSP project [Richards et al., 1997].
VHDL offers a parallel execution model and allows the instrumentation of architecture models to ob-
tain performance numbers, but it cannot derive different architecture instances efficiently and quickly,
mainly because VHDL is a specification language and not a programming language. Furthermore, the
execution speed of VHDL is acceptable only when very high-level architecture models are used.

Witlox et al. [1998] used timed colored petri nets to construct a retargetable simulator for dataflow
architecture, which is very similar to the stream-based dataflow architecture. The Petri nets are con-
structed and simulated using the ExSpect Tool [ASPT, 1994]. Although petri nets have strong model-
ing capabilities, their evaluation time is often slow. For example, the ExSpect simulator requires one
day for processing one video frame using uninterpreted models.

The Ptolemy environment developed by Buck et al. [1992] is very useful for the specification
of algorithms for high-performance applications. It is, however, less suitable for architecture explo-
rations. Yet the Atrade tool, which was developed by Pauer and Prime [1997], makes it possible to
define architecture instances in Ptolemy. From this definition, a performance model is synthesized
within the discrete event (DE) domain. The tool also allows designers to define applications in the
SDF domain. Since a static schedule characterizes these applications, the Atrade tool only needs to
carry out an uninterpreted performance simulation and can thus very quickly obtain very accurate
results. The Atrade tool implements a kind of Y-chart environment using the Ptolemy environment.

7.8 Discussion on ORAS

We have expend considerable effort on the construction of ORAS to make it retargetable and, above
all, fast in execution speed. To quantify the execution speed of ORAS, we measured the execution
speed of derived simulators and found that they simulate on average approximately 10,000 function
calls of SBF objects (or firings) per second. To put this number in perspective, we compare this

speed with the execution speed of the architecture simulators for microprocessors given in Table 3.2.
Suppose each SBF object implements a simple RISC-like function; then ORAS would take 3.6 hours
to process a video image application having a complexity of 300 RISC-like operations per sample (i.e.,
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per video pixel). Given the high level of retargetability, the complexity of the architecture instances,
and the fact that it is an interpreted performance model, ORAS is a fast retargetable simulator.

ORAS is not limited, however, to the use of RISC-like functions, but permits the use of arbitrary
coarse-grained functions. We can still execute 10,000 function calls of SBF objects while describing
a much more complex application, as shown in the Picture in Picture application example. In the PiP
case, the simulation speed ends up in the range of minutes and not hours (i.e., 9 minutes for a whole
frame), which clearly confirms that ORAS is a fast retargetable simulator.

7.8.1 Building Blocks

One reason why the execution speed of ORAS is high and at the same time still retargetable is that we
used building blocks to construct the architecture.

The building block modeling technique developed in Chapter 5 allows us to describe every pos-
sible architecture instance in the design space of a stream-based dataflow architecture. The use of
objects and high-level construction primitives of the STL library makes it very simple to describe
complex architecture instances. Secondly, the building blocks separated the structure from the behav-
ior. Because the structure of an architecture instance is resolved by the time processes are created, the
processes no longer need to decode any structural aspects of the architecture at run-time.

7.8.2 High-level Primitives

Another reason why the execution speed of ORAS is high is that we used high-level primitives to
model architectural elements and a very efficient simulation engine was available that can simulate
very fast structures using these high-level primitives.

The PAMELA method discussed in Chapter 4 provides 3 high-level primitives: processes, semaphores,
and delays. These primitives allowed us to model architectural elements at a high level of abstraction
in terms of the four components of the Performance Modeling Base. As a consequence, we move up
in the abstraction pyramid shown in Figure 3.3, while simulating the performance of an architecture
instance cycle-accurately.

The three primitives can be simulated very efficiently using the RTL process scheduler. It requires
a minimal amount of sorting, compared to other simulation engines, because of its simple structure,
as we explained in Section 4.5. In particular, we compare the RTL with a VHDL simulation engine in
Appendix C.

7.8.3 Interpreted Model

In addition to being fast and retargetable, ORAS is also able to obtain agcleate performance
numbers expressing the correct dynamic behavior of both the architecture and applications. ORAS
integrates SBF objects seamlessly onto the functional elements of derived simulators, because of the
architecture — application interface. This interface hardly introduces any overhead, while the derived
simulator is able to execute an application functionally correctly.

7.8.4 Limitations

We conclude that with ORAS we have indeed succeeded in constructing a simulator that is fast and
accurate. The limitation of ORAS is that it is built for a specific architecture. Further, the RTL
works well for stream-based, data-driven kinds of architecture, but is inapplicable for control-oriented
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architectures like load/store architectures. The RTL is less suited to describing low-level control like
polling, as we explain in Appendix C.

7.9 A Generic Approach for a Retargetable Simulator

In this chapter, we developed the retargetable simulator ORAS for stream-based dataflow architec-
tures. In our opinion, the three-step approach shown in Figure 7.1 provides a generic outline for re-
targetable simulators; therefore, we discuss each step used in ORAS and indicate the changes needed
when a retargetable simulator is needed for another architecture template.

7.9.1 Step 1: Structure

In the first step, we need to distinguish the various architectural elements used in the architecture tem-
plate. For each architectural element, we define a class describing the structure of the architectural
element. If architectural elements have alternative behaviors, we will describe the architectural ele-
ments as an architectural element type and describe this type as an abstract class. This procedure leads
to a class hierarchy similar to the one shown in Figure 5.5. Next, the structure of the architecture tem-
plate is described in terms of composition rules in BNF, as explained in Section 5.5. The BNF rules
also provide a grammar for an architecture description language. Based on this grammar, a parser can
process architecture descriptions.

To come to the first step shown in Figure 7.1, we must replace the “architectural elements” with
the newly developed class hierarchy. Furthermore, we must replace the grammar of the architecture
template and use the newly devised architecture description language.

7.9.2 Step 2: Execution Model

In the second step, the retargetable simulator adds an execution model or simulation engine to the
structure. We can again use the RTL library as simulation engine and develop new process descriptions
for each architectural element. We make a distinction between “active” and “passive” elements and
define the correct methods and processes.

Given the limitation of the RTL as described in Appendix C, we could consider other simula-
tion engines. These simulation engines furnish a more accurate execution model (i.e., lower in the
abstraction pyramid) or an execution model that fits better with the architecture.

Gupta and Liao [1997] describe an execution model naBwhic Their simulation engine uses
lightweight threads (like the RTL does) and C++, and implements the VHDL execution model. As
pointed out by Benders [1996], VHDL has severe problems with specifyiogess contrglexcep-
tionsandasynchronous communicatitietween concurrent entities while at the same time it is well
suited to specifying low-level control. By integrating threads with a clock-cycle simulation engine,
Gupta and Liao combined the power of threads to describe process behavior with the power of VHDL
to describe low-level control. Post et al. [1998] have already shown how this simulation engine can
be used together with C++ to describe ATM switches for performance evaluation. Because C++ is
used, this engine fits in very well with our building block approach. Unfortunately, no information is
available on the execution speed of the simulations.

Koot et al. [1997] developed another simulation engine, nai®&sithat could also be considered.

TSS is a tool developed at Philips Research for internal use. This is a very fast and modular clock-
cycle-accurate simulation engine based on the C programming language. Although TSS can describe
both synchronous and asynchronous communication, it is particularly fast for the synchronous case.
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If we use another simulation engine, then to come to the second step in Figure 7.1, we must change
the way we describe processes since each simulation engine provides other primitives. The approach,
however, remains the same. We first build up the structure of an architecture instance and then add an
execution engine.

7.9.3 Step 3: Metric Collectors

In the third step, we instrument the executable architecture instance with metric collectors. The metric
collectors that we developed are generic and can be reused with little modification. To come to the
third step in Figure 7.1, we can reuse the metric collectors.

7.9.4 Mapping

A smooth mapping of applications onto an instance is only workable when the model of computation
matches the model of architecture. This implies that we need to investigate the architecture template
to determine its model of architecture. Using this information, we select the appropriate model of
computation to describe applications. If such a model does not exist, adjustments are needed in the
architecture template or in the model of computation until a match is found. We remark that the
classification of models of architectures is not an area as well developed as that of the model of
computation.

7.10 Conclusions

In this chapter we discussed the construction of the Object Oriented Retargetable Architecture Simu-
lator (ORAS). We also discussed the mapping of applications onto executable architecture instances
that were derived by ORAS from the architecture template of stream-based dataflow architectures.

We showed that ORAS uses a three-step approach to derive executable architecture instances that
deliver performance numbers. We showed how ORAS creates the structure of an architecture instance
in the first step; it adds an execution model to the structure in the second step, making it possible
to describe the behavior of an architecture instance; and activates metric collectors to harvest the
performance numbers in the third step.

In Chapter 6, we developed the SFB Model and SBF objects. In this chapter, we showed that
applications written as networks of SBF objects map indeed very smoothly onto architecture instances,
because the model of computation matches the model of architecture. Functional elements use rules
similar to the Kahn rules used in SBF objects; therefore, both SFB objects and functional elements
describe the same behavior. SBF objects thus map seamlessly onto functional elements. Because an
SBF object maps to a functional element, the communication taking place between SBF objects over
channels map onto the buffer/router/buffer-tuples, which behave like FIFO buffers. We have showed
that this communication results in a 3-level control hierarchy.

The workload that SBF objects describe can change dynamically based on the content of streams.
For an architecture instance to describe the correct workload without large modifications to the orig-
inal application, SBF objects need to execute functionally correctly within the context of an archi-
tecture instance. This requires an interface such that SBF objects can obtain data samples from an
architecture instance, process them, and put new results back into the architecture instance. We have
showed such an interface using function call overloading of the function operator in C++. The function
overloading and the fact that SBF objects have a fire-and-exit behavior resulted in a simple interface
allowing SBF objects to interact with functional elements.
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We showed an example in which ORAS derives an architecture instance that can execute the
Picture in Picture application. We showed that ORAS handles a one-to-one mapping and a many-to-
one mapping. We also discussed related work on high-level retargetable architecture simulators.

We compared the execution speed of ORAS with other architecture simulators. We found that
ORAS is indeed a fast simulator, while still being a retargetable one. Simulators derived by ORAS
execute 10,000 SBF object function calls (firings) per second. To process a complete video picture
of 720x576 pixels by the PiP application took 9 minutes. The reason why ORAS is fast and retar-
getable is that it uses building blocks. Architecture instances adhering to the architecture template
can be constructed by simply combining building blocks, using high-level programming constructs.
Furthermore, building blocks separate structure from behavior. As a consequence, when a process
is activated, all references between building blocks are already fixed and the process does not have
to decode any aspect of an architecture instance. In addition, the use of high-level primitives such
as processes, semaphores and delay allows us to describe the performance of architecture instances
at an abstract level, but still cyclecurately. The process scheduler of the RTL can simulate these
high-level primitives very efficiently. The seamless integration of SBF objects onto functional ele-
ments introduces very little overhead in the functionally correct execution of an application onto an
architecture instance.

We also showed the limitations of ORAS. The main limitation is that it can only execute instances
of stream-based, data-driven architectures. It is less suitable for load/store architectures. We indicated
in Appendix C that the RTL is less suited for describing low-level control like polling.

Finally, we showed that the three steps used in ORAS provide a generic outline for other retar-
getable simulators as well. We indicated the changes required in ORAS when a retargetable simulator
must be created for another architecture template.
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ESIGN Space exploration is the subject that we discuss in this chapter. A designer must know

what the design space of architectures looks like in order to make trade-offs related to the design.
The acquisition of this knowledge requires an exploration of the design space of architectures. In the
previous chapter we developed ORAS, which allows us to quantify the performance of an architecture
instance. We will now integrate ORAS in a generic Design Space Exploration (DSE) environment.
This environment allows us to change parameters that are presented to ORAS in systematical and
automated way to generate different architecture instances. In this way, the environment makes it
possible for us to explore part of the design space of the architecture template of stream-based dataflow
architectures automatically and systematically. At the end of an exploration, the environment presents
the relationships between parameter values and performance values as a Response Surface Model
(RSM). These RSMs enable designers to consider trade-offs in architectures.

We start in Section 8.1 by explaining what design space exploration is about, and we look at Re-
sponse Surface Models that express the relationship between parameter values and performance met-
rics. In Section 8.2, we present four problems that we have to solve in order to perform design space
exploration. We make use of a generic design space exploration environment developed at Philips
Research to perform actual design space exploration. We describe this environment and we show in
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Section 8.3 how the four problems identified are solved within this generic DSE environment. Given
the generic DSE environment, we show in Section 8.4 how we integrate ORAS in this environment
and we explain how to use the environment to perform design space exploration. In Section 8.5, we
put the exploration environment to work for the Picture in Picture application. Finally, in Section 8.6
we discuss related work in design space exploration.

8.1 The Acquisition of Insight

Designers need to design architectures for new products that are becoming multi-functional, multi-
standard, or both, and the systems that they create are becoming increasingly programmable. When
designing such systems, designers are given the performance that the system is required to exhibit,
i.e., the design objectives such as response times, throughput, and utilization (see the design objectives
in Table 2.2). The actual performances that can be achieved by a system depends on the composition
of the architectural elements which make up an architecture instance as well as the set of applications
that need to execute on the architecture instance.

Given a set of parameter values, a designer derives an architecture instance from the architecture
template and evaluates this architecture instance using a Y-chart environment to obtain the correspond-
ing performance values as shown in Figure 8.1. However, doing this does not solve the designer’'s main
problem: he or she obtains performance metric values, not design parameter values. Somehow, the
designer must find the appropriate parameter values to find feasible designs. Hence, the designer
needs to find théverse transformatiofrom the performance back to the parameters as represented
by the “lightbulb” in Figure 8.1.

Inverse Transformation

Architecture . III
Applications

Parameters—p L Performance

Performance
Numbers

Figure 8.1 . The inverse transformation from the performance back to the parameters, as
represented by the “lightbulb”.

Unfortunately, in general this “inverse transformation” can not be computed analytically and is
therefore difficult to obtain. Because establishing the inverse transform is so difficult, designers cannot
simple point to a desirable performance metric, thereby identifying a suitable set of parameter values,
or “vary” a performance metric and see the effect on other performances.

The only thing the designer can do is propose a set of parameter values of what he or she hopes
will satisfy the required performance metric of the system. The actual performance metric of the
system is computed for this set of parameter values and if there is any discrepancy between computed
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and required performances, the designer then suggests a modified set of parameter values. Designers
repeat this cycle, often many times, before they find a suitable design, a process Spence [1974] refers
to as theAcquisition of Insight

We already discussed this process in Chapter 3, where we explained what exploration of the de-
sign space implies. Instead of having a designer select parameter values, calculate the performance of
an architecture instance, and then make the appropriate changes, we select parameter values system-
atically such that we obtain the finite set of poifits { /o, I1, . .. I,,} where each point consists of a
set of parameters valués= (po, p1, - - ., p=). Each point/ leads to a different architecture instance,
for which performance numbers are obtained using the Y-chart approach.

When we plot the obtained parameter numbers for each architecture instance versus the set of
systematically changed parameter values, we obtain graphs as shown in Chapter 1 in Figure 1.5. This
simple graph is generally calledResponse Surface Mod@SM) [Friedman, 1991a]. However,
unlike the graph shown in Figure 1.5, RSMs normally describe multi-variable relationships. Using
the RSM, we are able to locate knee points, which represent the best trade-off between particular
performances and parameter values.

8.2 Design Space Exploration

We want to create an environment permitting us to explore the design space of stream-based dataflow
architectures in a systematic and automatic way. At the heart of such an environment, there must be a
model that links parameter values to performance numbers. A Y-chart environment does exactly this:
it links parameter values used to define an architecture instance to performance numbers as shown
in Figure 8.1. The Y-chart environment is realized by means of ORAS, which was developed in
Chapter 7. ORAS accepts an architecture description and derives a simulator from this description
which, when executed, delivers the performance numbers for the architecture instance. Consequently,
in a DSE environment we use ORAS to link parameter values to performance numbers.

If we want to automate the process of performing design space exploration and the construction
of RSMs, we encounter the following problems:

Spanning the Design Spacdn the exploration of stream-based dataflow architectures, we need to
select a finite set of points that span the design space. The first problem is how to select this
finite set of points. Furthermore, since the evaluation of a particular architecture instance takes
minutes to hours (recall it took the Picture in Picture application presented in Section 7.6 nine
minutes to process one video frame), we should sélesich that it contains the minimum
amount of points required to correctly span the design space.

Construction of the Response Surface ModeRAfter iterating many times in the Y-chart, we end up
with a collection of performance numbers for specific performance metrics and parameter val-
ues. The problem is that we need to have some kind of model to express the relationship
between them. These expressions result in RSMs.

Data Management and Consistencyin each iteration, for particular parametettsgys ORAS gen-
erates large amounts of performance numbers for selected performance metrics. The problemis
that we need to manage this large amount of data and keep the performance numbers consistent
with the selected parameter values.

Parameterize the Architecture Description For each tuple of parameter values: (po, p1, - - ., pz),
the problem is that we need to be able to derive an architecture description that ORAS accepts.
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8.3 Design Space Exploration Environment

For the construction of the DSE environment, we have relied on the generic DSE environment de-

veloped by Bingley and van der Linden [1994] at Philips Research. This environment combines a

design-data management tool with a set of tools for performing dynamic and statistical analysis of the

collected data. The generic DSE environment assumes that there is a black box that takes in a file
containing a list of parameter values and subsequently delivers a file with performance numbers for
specific performance metrics, as shown in Figure 8.2.

Black —
Box _:
Parameters Performance
Values Generic DSE Tool Numbers

Figure 8.2 . The generic DSE environment.

To solve the first two problems mentioned in the previous section, i.e., spanning the design space
and the construction of the RSMs, Bingley and van der Linden use mathematical theories developed
within a specific area of statistics known as esign of Experimen{®OE). We now introduce the
main concepts underlying DOE, without going into much detail. We explain the techniques used in
the generic DSE environment and review their relevance.

8.3.1 Spanning the Design Space

We already explained in Chapter 3 that the design space can be explored by selecting distinct values
within the range of values of each parameter systematically for all paranpeitethe parameter set

P. This results in the finite sét, which spans (part of) the design space; we say sefthgpresents
anexperiment Careful planning of an experiment can save a great deal of time and effort, as we will
show.

If performance depends on just one parameter, the strategy used in an experiment is simple: mea-
sure the performance at several different values of the parameter and fit a curve to the results. However,
if there is more than one parameter involved, then the situation is somewhat more complicated. Tradi-
tionally, what is done is based on the assumption that the parameters are independent variables, so that
they can be taken into account one at a time. This approach does work, i.e., one gets an idea how the
system responds to changes in the parameters, butitis not a reliable way to go about the investigation,
because the parameters are not really independent of each other.

Design Of Experiments (DOE)

A better way to study the effects of parameter changes on a system isBabégh of Experiments
(DOE) or statistical experimental design. It is largely the result of work begun by an English statis-
tician, Sir Ronald Fisher, in the 1920s and 1930s. He worked at an agricultural experimental station,
and his job was to aid in the study of different fertilizers and such on the yields of different crops. He
introduced and advanced the important concefactorial desigrjLogothetis and Wynn, 1989]. The
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statistical techniques that he developed have been expanded, mainly due to Taguchi, and are in use in
many different industries.

In DOE, an experiment consists of a numbertédl runs. In each trial run the relationships
between parameters, callattorsin DOE parlance, and the response from a model are determined.
A reliable experimenis obtained when the response of a model can be determined accurately for two
factors even though other factors vary [Logothetis and Wynn, 1989].

Full Factorial Experiment

To obtain a reliable experiment, a model should be evaluated for distinct combinations of parameters
in the setP, which determine¢ factors. Thesé factors have ranges of conceded values and by
selecting distinct values, nameée@velsin DOE parlance, for each of them one achievadldactorial
experimentSuch a reliable experiment would thus requifesial runs. The geometric interpretation
of a full factorial experiment is that the-dimensional design space is uniformly filled withpoints.

As an example, suppose we want to set up a full factorial experiment in which 7 parameters are
changed at 2 distinct levels. This would lead to

27 = 128 trial runs. (8.1)

The problem with a full factorial experiment is that the number of trial runs grows exponentially
with the number of factors. Since each trial run corresponds with one evaluation round in the Y-
chart, which takes minutes to hours of simulation time, the evaluating time of the experiment quickly
becomes exorbitantly large, making the method unsuitable in practice.

Fractional Factorial Experiment

Instead, dractional factorial experimentan be performed, in which statistically techniques are used

to remove redundant trial runs. The result is a reliable experiment with almost the same amount of
information as with a full factorial experiment, but with fewer trial runs being required [Logothetis
and Wynn, 1989].

In a fractional factorial experiment, a certain fractional subset of the full factorial set of experi-
ments is carefully selected such that orthogonality is maintained among the various factors. Orthog-
onality allows estimation of the average effects of factors without the risk that the results are being
distorted by effects of other factors [Lochner and Matar, 1990]. Orthogonality thus allows for in-
dependent estimation of responses from factors of the entire set of trial runs, resulting in reliable
experiments while dramatically reducing effort, expense, and time compared to full factorial experi-
ments.

The fractional orthogonal subsets are derived usitigogonal arraygBush, 1952] that describe
basic combinatorial structures. In orthogonal arrays, the columns are mutually orthogonal; that is,
for any pair of columns, all combinations of levels occur, and they occur an equal number of times.
Therefore, orthogonal arrays provide a method for selecting an intelligent subset of the parameter,
significantly reducing the number of trial runs required within an experiment.

Using orthogonal arrap Ag(27) [Owen, 1991], we repeat the full factorial experiment in which
we studied the 7 factors at 2-level as a fractional factorial experiment requiring only 8 trials. This
is %th-fractional design of the full factorial design normally requiring 128 trials. This shows that
a fractional factorial experiment indeed dramatically reduces the number of experiments, and thus
evaluation time, allowing us to evaluate more architecture designs in less time.
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Spanning the Design Space

We use orthogonal arrays to span the design space and we sdistinct values in the range of
parameter values for all parameters. This results in the experiment given by sethere each point
I'is atrial run.

Notice that we said that the set of paramet@rdetermines: factors. The seP, however, often
contains too many parameters. We can limit the number of parameters either by sampling the space
coarsely, i.e., carrying out fewer trial runs in an experiment, or by reducing the number of parameters
that we vary, i.e., using a subsetBf This subset determine tlefactors.

8.3.2 Construction of the Response Surface Model

Given the performance numbers gathered from an experiment, we must establish the relationship
between parameters and the obtained performances; thus we need some kind of model. One model,
which is based on the assumption that the relationship is a funftiepproximates this function as

f.

The functionf can rely on many variables, depending on the number of faétarsed in the
experiment. Thus we must relate the response varigbe performance metric, to one or more
distinct values of the factorsy, =1, . . ., z; that span the domaifi. The result is the approximation
f, which expresses the relationship between parameter values and performance and which represents
the RSM we want to obtain

y=fzo,21,...,25). (8.2)

Multivariate Adaptive Regression Splines

To constructf, Bingley and van der Linden used a multivariate regression modeling technique, in par-
ticular, Multivariate Adaptive Regression Splin@dARS) developed by Friedman [1991a]. MARS
uses two techniques to constrifctrecursive partitioning and spline fitting. The basic rationale behind
MARS is to approximatg’ with several simple functions, each defined over a different subsection of
domain$. These simple functions argh order splines that are described as

0 ifx—t<0
-0t =<7 : 8.3
(=% {(w—t)q, ifz—t>0 (8:3)

The splines are truncated such that the function returns either the value of zero for negative arguments
or the spline valuéz — ¢)4. In the DSE environment, only first order splines (ige= 1), also known
asbasic splinesare used. A basic spline is zero for negative values, and it behaves as a straight line
otherwise. The basic spline can have an offsetlled theknot as show in Equation 8.3. Using a set
of these knots, MARS divides the domatirup into several subsections. A picture of a basic spline is
shown in Figure 8.3.

The objective of MARS is to divide domaifi recursively into a good set of subsections by se-
lecting a set of knots dynamically. At the same time, for each subsection it also finds the coefficient
of the basic spline that makes it possible to derive a good approximatipimahat subsection. The
model for f resulting from using MARS [Friedman, 1991a] is

M
f($07$17---7$k):a0+ Z (4377
m=1 {

[Stm - (Tu(,m) — tim]+ (8.4)

L
=1



Design Space Exploration 189

Figure 8.3 . A basic spline.

which is a summation af/ partial products of. functions (i.e., basic splines) each expressed in one
particular factork to account for univariate functionz;) (i.e., I=1), bivariate functiong(z;, z;)

(i.e. 1=2), or, in general, multi-variate functions (i.e.< [ < L). The model also uses the function

s that is either equal to +1 or -1. Thus, the functipthat is obtained is piecewise linear model
expressed in the parameters which were changed in the experiment, i.e fatters. Within the
generic DSE environment the cross product is limited to be of maximal érder = 2, i.e., bivariate
functions.

To specify a RSM, which describes the relationship between parameters and a particular perfor-
mance metric, we assume that the relationship is a fungtjavhich we approximate ag. We are,
however, thoroughly aware that the relationship we want to describe does not need to be a function at
all, but might be some wildly varying relationship. Therefore, when inspecting approximations like
f, we should be careful when drawing conclusions. Nevertheless, the assumption that the relation is
a function has proven to be very useful for the cases we have considered so far.

8.3.3 Data Management and Data Consistency

During DSE, we produce enormous amounts of data and we need to manage the consistencies between
all this data. For each trial run of an experiment, performance numbers are created for performance
metrics for a particular set of parameter values. If we had used a simple file system, we would not
have preserved this kind of relationship. The generic DSE environment is therefore built on top of
the Nelsisdesign data management tool developed by ten Bosch et al. [1991] at Delft University

of Technology. The Nelsis system provides for the simple encapsulation and integration of design
tools. It manages the large amount of data produced by the encapsulated tools and it preserves the
relationships between the data offered to and produced by these tools.

Nelsis also has a visual interface as shown in Figure 8.4. The boxes in the figure represent tools
and the directed lines between boxes represent relationships between tools. The boxes together with
the lines define a particulaesign flowand the case shown by Figure 8.4 represents the design flow
of the generic DSE environment. We explain the tool that each box represents in detail in Section 8.4.

The oval balloons connected to the lines represent design data that is exchanged between tools and
managed by Nelsis. In Nelsis, a box can only execute when all its relationships with other boxes have
been satisfied. Nelsis uses different colors for boxes and different thicknesses for lines to visualize
the status of a box, including whether it can execute or not.

8.3.4 Parameterizing the Architecture Description

Given a set of parameter values, we need to create different textual architecture descriptions. We use
the versatile scripting languadrerl [Wall and Schwartz, 1992] for that purpose. This very powerful
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Figure 8.4 . The design space exploration flow in Nelsis.

scripting language provides high-level programming constructsa#esciative arraysmaking the
construction of different textual architecture descriptions very simple.

Associative Arrays

Suppose that we have a set of parameter values as given in Table 8.1 (how we obtain this table will
be explained in Section 8.4). In this table, each parameter Imasn&(columnParameter Namye

and has adopted a particulaluethat is either a numerical value or a string from an enumerated set
(columnSelected Valye Perl establishes a link between the name of a parameter and its value, using
the associative variablvar as follows;

$var {'name’ } = value

When we write an architecture description we use associative arrays to retrieve values from a set of
parameters as given in Table 8.1. The description of a processor element as part of the architecture
description is given in Program 8.1. This description is based on the architecture description given
in Figure 5.11, but we replaced all parameterized options with associative &uays We did not

replace the options for the type of buffers used. This shows that not every option needs to be parame-
terized; some can have default values. Because this option is fixed in Program 8.1, it does not appear
in the set of parameters given in Table 8.1. The name between brackets indicates which parameter we
will include in the final description of the architecture.
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| Parameter Name | Selected Valug Range |
buffersize 50 1-100
router FCFS { FCFS, TDM, RoundRobin
switching Packet { Packet, Sampl¢
functionl LowPass | { HighPass, LowPass, Filtér
funclinitiation_period 1 1-10
funcllatency 18 1-20

Table 8.1. Set of Parameters.

Program 8.1. AN EXAMPLE OF THE INTEGRATION OFPERL VARIABLES IN AN ARCHITECTURE
DESCRIPTION

ProcessingElement Filter(2,2) {
InputBuffer { Type: BoundedFifo( $var{ 'bufferSize’ } ); }
OutputBuffer { Type: BoundedFifo( $var{ 'bufferSize’ } ); }
Router { Type: $var{ 'router’ }; }
FunctionalUnit {
Type: $var{ 'switching’ };
FunctionalElement LowPass(1,1) {

Function { Type: $var{ 'functionl’ } (initiation _period=$var{ 'funcl_initiation _period’ },
latency=  $var{ 'funcl_latency'}; }
Binding {
Input ( 0->0 );

Output ( 0->0 );

An architecture description has three different levels of parameterization, as explained in Sec-
tion 5.5.2. The first level represents structural parameters of an architecture instance (e.g., the number
of processing elements used). The second level represents behavioral parameters of an architectural
element type (e.g., select a bounded FIFO buffer behavior or unbounded FIFO buffer behavior). The
third level represents functional parameters for architectural elements (e.g., the size of a FIFO buffer,
throughput and latency values, or an array of filter coefficients).

In the example given in Program 8.1, we included two levels of parameterization, respectively the
second level (e.g$var {‘router  }, $var {‘switching’ 1, and$var {‘functionl’ 1) and the
third level (e.g.$var {'bufferSize’ },$var {funcl _initiation _period’ }, and
$var {funcl _latency’ }).

Program 8.2. LEVEL ONE PARAMETERIZATION IN ARCHITECTUREDESCRIPTIONS

for ($i=1, $i< $var{’number of pes’}, $i++ )
{ include the code shown in Program 8.1 }
}

We cannot use only associative arrays to describe the first level of parameterization. We require
control statements likéor loops andf-then-else statements as well. These requirements do
not pose a problem, because Perl is a fully-fledged scripting language and hence provides these state-
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ments. In Program 8.2, we show, for example, how we parameterized the number of processing
elements presensyar {‘number _of pes’ })in an architecture description.

8.4 Integrating ORAS within the Generic DSE Environment

The design flow used in the generic DSE environment is depicted in Figure 8.4. It consists of three
different parts. In one part, the environment selects parameter values representing different points in
the design space of stream-based dataflow architectures. In the second part, the environment executes
the Y-chart using ORAS for architecture instances represented by the parameter values selected. In
the third part, the environment creates RSMs. We discuss the three parts and explain which tool is
encapsulated by the various boxes shown in Figure 8.4.

8.4.1 Selecting Parameter Values

In box ed_param we define the seP’ of parameters in which each parameteis given a default
value. In boxed_batch, we define thé: factors that we want to use in an experiment. We define a
range of values for each factor. In this manner, we obtain the table given in Table &d.blatch

we also indicate how many trial runs, given byan experiment should consist of.

Then toolrun_batch selects the appropriate orthogonal array based on the number of factors
and the number of trial runs. It selects the appropriate orthogonal array from a standardized family
of orthogonal arrays that is generated using software developed by Owen [1994]. Then, based on the
selected orthogonal arrayn_batch sets up an experiment by selecting values for each factor within
its range. The experiment is the et {Iy, I1,...1.}. In this set eacli = (po, p1,...,pn). Then
parameters contaim — k default values andé values selected bsun_batch. Examples of selected
values are given in Table 8.1.

8.4.2 Running the Y-chart in the DSE Environment

The generic DSE environment considers $iraulate box to be a black box as depicted in 8.2. The
DSE environment provides tremulate box with a file containing a set of parameter values repre-
senting point/. It will do this for each element of sé. The file containing: parameter values
represents a particular architecture instance for which we want to determine performance numbers
using a Y-chart environment. The bednulate should produce a file containing the resulting perfor-
mance numbers.

A Perl script runs inside theimulate box, as illustrated in Figure 8.5. We again see the file
containing the parameter values and the file containing the resulting performance numbers. The Perl
script that is run is as given in Program 8.3. It starts by generating an architecture description from
the list of parameters using associate arrays shown in Program 8.1 and Program 8.2. Then, the Perl
script generates a routing program (see, for example, Table 5.5) for the architecture description, for
each application in the set.

If the performance of the application does not depend on the content of the stream that it processes,
then the Perl script runs ORAS for each application only once. If the performance of an application
does depend on the content of the stream (see, for example, Figure 7.7), then the Perl script runs ORAS
for each application with different streams containing other content, e.g., another video sequence.

When all applications of the set have executed, the Perl script collects all performance numbers
of the various runs and combines them into one file, performing post-processing. This is required to
obtain performance numbers for not merely one application, but the whole set of applications. As
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Figure 8.5. The realization of the simulate box, which interacts with the generic DSE en-
vironment using an input file containing parameter values and an output file containing
performance numbers.

indicated in Chapter 3, this is essential to obtaining architecture instances that are able to execute a
set of applications and obey set-wide design objectives.

Lastly, the Perl script writes out the performance numbers in the format of which an excerpt is
shown in Table 7.2.

Program 8.3. PERL SCRIPT USED WITH THE GENERICDSE ENVIRONMENT

read File containing parameter values representing an architecture instance
create the correct architecture description for the architecture instance
foreach application in the set
create correct routing program
if application is a dynamic applications,
foreach stream with different content
execute ORAS using the routing program and architecture description
else
execute ORAS using the routing program and architecture description
endif combine found performance numbers
perform post processing if need
write File containing performance numbers

8.4.3 Creating Response Surface Model

All the performance numbers that are generated bysiitmellate box are stored in a database which
is part of Nelsis. This database contains the performance numbers as well as the parameter values
used to obtain these performance numbers. Indzbgjuant we can select a few performance met-
rics, for which boxcalc_model constructs the approximatiofiusing the MARS model as given in
Equation 8.4. Tootalc_model extracts the parameter values (p4, - . ., p,) from the database as
well as the performance numbgmeasured for the selected performance metialc_model uses
the software developed by Friedman [1991b] to construct the approximfation

At last, theovervui box visualizes the approximatiofas a 3-dimensional figure, as shown in
Figure 8.6(a) and Figure 8.6(b). Notice that these 3-dimensional figures reprégseininansional
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function. The othek — 2 parameters are thus considered to have fixed values.

8.5 An Example of Design Space Exploration

All ingredients are now available to perform a design space exploration of the stream-based dataflow
architecture. As an example, we look into a design trade-off of the stream-based dataflow architec-
ture. Although the architecture consists of processing elements operating in parallel, it uses a single
centralized controller, the global controller. This controller might potentially become a bottleneck in
the architecture.

Per packet, a router issues a request to the global controller. The longer the packets, the fewer
requests a router issues in a given amount of time. The number of requests that the global controller
can handle in a given time depends on the service time of the controller. We now want to investigate
the effect thgacket lengtland theservice timef the global controller have on the levelmdirallelism
achieved in an architecture, using the DSE environment developed in this chapter.

The architecture and the Picture in Picture application that we study in this exploration were
already discussed in Section 7.6. We set up an experiment which consists of 25 trial runs and we have
two factors: the parametpacket lengthvith the range of 5..200} samples and the paramesgervice
timewith the range of 1..20} cycles. In each trial run, we construct a different architecture instance
and we measure the performance meaigbieved parallelisrandutilization of the global controller
for that instance. We measure the performance while an architecture instance executes the Picture in
Picture application for two small video frames consisting of 14,400 video samples per frame.

At the end of the experiment, we establish the R§Mor achieved parallelism;

Achieved Parallelism= fp(packetlength servicetime), (8.5)
and we establish the RS)), for the utilization of the global controller;
Utilization global controller= f, (packetlength servicetime). (8.6)

In Figure 8.6(a) we visualize the Response Surface Mgfpe]nd in Figure 8.6(b) we visualize the
Response Surface Modgl. Moreover, we show the piecewise linear approximation funcﬁpn

in Figure 8.7. This piecewise linear function consists of four univariate functions and two bivariate
functions. In this function, theP represents the truncated basic spline function given in Equation 8.3
for ¢ equal to one.

Looking at the RSMs, we conclude that the service time of the global controller indeed has a
significant influence on the level of parallelism acquired. At points where the parallelism is low,
we notice that the architecture uses the global controller for almost 100%, indicating that the global
controller is indeed the bottleneck in those cases.

A knee in Figure 8.6(a) indicates that a trade-off is present. From an engineering point of view,
such knees are of interest, as was explained in Chapter 1. In Figure 8.6(a) a knee is present between
packet length and service time. For a very fast global controller, with a service time of, say, five
cycles, the knee value is close to a packet length of 80 samples. If we select a parameter value at the
left-hand side of the knee (i.e., a value smaller than 80 samples), parallelism drops, whereas if we
select a parameter value at the right-hand side (i.e., a value larger than 80 samples) parallelism hardly
improves. Moreover, the longer packets influence the flexibility of the architecture in a negative
way. A functional unit can switch less often between streams in time when longer packets are used.
Consequently, a designer should select values close to the knee point of a packet length of 80 samples.
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Figure 8.6 . (a) the Response Surface Model for achieved parallelism and (b) the Response
Surface Model for the utilization of the global controller.

8.786

+ 1.142*PP((packet_length/1.0E+02-.7000))

- 10.47*PP(-(packet_length/1.0E+02-.7000))

- 2.541*PP((packet_length/1.0E+02-1.350))

- 4.127*PP((service_time/1.0E+01-.5000))

+ 2.905*PP((packet_length/1.0E+02-.7000))*PP((service_time/1.0E+01-.3000))
+ 6.124*PP(-(packet_length/1.0E+02-.7000))*PP((service_time/1.0E+01-.9000))

Figure 8.7 . The piecewise approximated function for achieved parallelism. In the function,
the PP represents the truncated basic spline function.

The pictures presented in Figure 8.6(a) and Figure 8.6(b) show approximations based on a few
data points and therefore should be interpreted with care. In Figure 8.8, we show the utilization of the
global controller again for different packet lengths and for various service times. In this figure, we see
artifacts of the approximation for the utilization of the global controller: values are produced that are
larger than 100% and smaller than 0%. Furthermore, the RSMs need not be as smooth as they appear
to be in the figures. Itis just as possible that the utilization is not even a function at all. To increase the
accuracy of the value that is expected to be optimal, at least one new experiment should be performed
with parameter values in the range closer to the selected values (e.g., the knee point).

8.6 Related Work

The generic DSE environment presented in this chapter gives us the opportunity to compare many
different architecture instances automatically and systematically, which makes it possible for us to
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Figure 8.8 . Utilization of the global controller as piecewise approximated function in Per-
centage versus Packet Length for various Service Times (st).

make good trade-offs to optimize a complete system. Currently, we optimize a system by investigating
the obtained results visually. In the example previously presented, we only changed two parameters:
packet length and service time. Normally, however, many (e.g., 5 to 10) parameters are changed, and
finding some kind of optimum is then a very difficult multi-variable problem. Simple 3-D graphs as
shown in Figure 8.6(a) and Figure 8.6(b) do not help us very much since they present a relationship
under the assumption that other parameters are kept at a specific fixed value. In that manner, they do
not reveal the relationship between all parameters at once.

Instead of optimizing using visual techniques, we can resort to standard analytical optimization
techniques for multi-variables. Nevertheless, these techniques assume a smooth function, an assump-
tion that is not applicable very often.

The presentation of multi-dimensional performance numbers is a problem in itself. This visualiza-
tion problem is discussed in Pancake et al. [1995], as are interesting representation techniques. One
of these techniques is@catter-plot MatriYReed et al., 1995], which contains an x-y scatter-plot for
each parameter/performance metric pair. When the techniggeaphical brushings used within
such a scatter-plot matrix, a cluster of points is brushed and all brushed points are automatically high-
lighted in all other scatter-plots. By modifying the brushing of clusters of points, one can observe
interactively the effect that the clusters of points have on other performances.

Spence et al. [1995] have come up with many innovative ways of looking at optimization of
systems and making effective trade-offs based on only visual representations: from designing robust
electric circuits up to selecting houses from a database. Using special visualization techniques like
the Interactive HistogranjTweedie et al., 1994], thinfluence ExplorefTweedie et al., 1996] and
theProsection Matri{Dawkes et al., 1995], they are able to present the multi-variable optimization
problem in an intuitive way. These techniques reconstruct the RSM without assuming a function as
model, as we did when using MARS. Furthermore, they span the design space by randomly picking
points from the design space, instead of using statistical techniques as we have done. They assume that
when they pick enough points (i.e., in the range of thousands of points), they obtain a good filling of
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the design space. This involves many iterations in the Y-chart, each of which takes minutes to hours
to evaluate. The total evaluation time becomes exorbitantly large, making the present techniques
unattractive.

Teich et al. [1997] us&enetic Algorithm$o optimize architectures. This approach is more robust
since it does not demand smooth functions, as analytical techniques do. Also, the view presented in
Figure 8.2 makes the optimization of architectures directly applicable for genetic algorithms. The set
of parameters matches directly with the notion of the “gene”, the basic entity in genetic algorithms.
However, genetic algorithms require many evaluations in order to reach an optimum. Since each
iteration in the Y-chart takes minutes to hours, the evaluation time becomes prohibitively large, making
genetic algorithms unattractive.

8.7 Conclusions

In this chapter we have showed how we perform design space exploration of stream-based dataflow
architectures systematically and automatically, using a Y-chart environment and a generic DSE envi-
ronment. We explained that design space exploration involves finding the inverse transformation from
the performance back to the parameters. Because this inverse is in general difficult to determine, we
construct response surface models to help us do it. We used a generic DSE environment to perform
design space exploration.

To perform design space exploration, we had to carry out the following four steps: select pa-
rameter values in the design space efficiently, construct the Response Surface Models, manage the
enormous amounts of data produced in running an experiment, and describe architecture descriptions
in a parameterized way.

For the selection of parameter values in the design space, the generic DSE environment sets up an
experiment as a fractional factorial experiment. It employs orthogonal arrays to span a design space
using a minimal amount of trial runs; an important step since each execution of ORAS might take
minutes to hours.

The generic DSE environment uses a multivariate regression modeling technique called Multivari-
ate Adaptive Regression Splines (MARS), to construct the RSMs. The generic DSE environment uses
MARS to approximate the relationship between parameter values and a specific performance metric
by f. This environment can visualizé representing the RSM.

So that it can manage the large amount of data produced in experiments, the generic DSE envi-
ronment is built on top of the Nelsis design data management tool. One task of this tool is to manage
the storage and retrieval of data; its main function, however, is to manage the relationship between
data offered to and produced by tools.

We used the versatile scripting language Perl to describe architecture descriptions in a parame-
terized way. This very powerful scripting language provides high-level programming constructs like
associative arrays, making the construction of different textual architecture descriptions very simple.
Moreover, it acts like a UNIX shell script, which we use to activate various steps needed to evaluate
an architecture instance for a set of applications using ORAS.

Using the generic DSE environment, we showed an example of design space exploration. For
the Picture in Picture application, we set up an experiment in which we constructed 25 different
architecture instances and measured the achieved parallelism in the architecture instance as well as
the utilization of the global controller. We performed the exploration and showed the BSM
achieved parallelism and the RSK for the utilization of the global controller. The exploration
showed that the amount of achieved parallelism in the architecture instance very much depends on
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the relationship between the service time of the global controller and the packet Iean,h.WB
identified a knee that represents a trade-off between the service time and packet length.

The RSMs presented are approximations. We showed the artifacts resulting from this approxima-
tion and indicated clearly that these Response Surface Models need to be interpreted with care.

As last, we discussed related work on design space exploration.
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HE Y-chart environment described in this thesis was used in two projects for the design of pro-

grammable architectures. In this chapter we describe these two projects and present results.
One design case we consider is fmphid video-processor architecture [Leijten et al., 1997; Lei-
jten, 1998] for high-performance video applications. The other design caseJasdabigiunprocessor
architecture [Rijpkema et al., 1997] for array signal processing applications.

In Section 9.1, we illustrate the emphasigath of the design projects: In the Prophid case itison
architecture modeling, whereas in the Jacobium case it is on application modeling. In Section 9.2, we
explain the Prophid architecture and the benchmark application. We consider the Y-chart environment
and the consequence it has for describing instances of the Prophid architecture and the benchmark.
Following this, we present a design space exploration of the Prophid architecture executing the bench-
mark and we draw some conclusions. In Section 9.3, we look at the Jacobium processor architecture
that executes Jacobi algorithms of which we give an example. We explain how we use the Y-chart
environment and even how we extended it with additional tools. Using the SBF model, we describe
Jacobi algorithms at different levels of granularity and show how this affects the development of the
Jacobium architecture. Finally, we present conclusions.
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9.1 Motivation

In this chapter, we discuss two different design cases of programmable architectures. Both archi-

tectures are similar to stream-based dataflow architectures, but the applications belong to different
application domains. The purpose of this chapter is to show how the use of the Y-chart approach and

Y-chart environment effect real design cases. It also serve to shows that the techniques developed in
this thesis are indeed useful and capable of describing realistic design cases.

9.1.1 Application Characteristics

The Prophid and Jacobium architectures are similar to the stream-based dataflow architecture tem-
plate presented in Chapter 2. For the Prophid architecture, this is not surprising since its architecture
template was in principle taken as model for the development of the class of stream-based dataflow
architectures. The Jacobium architecture template is a result of further development of previous archi-
tectures [van Dijk et al., 1993] and was inspired by developments in wireless communication archi-
tectures [Jain, 1997]. The designers of the Jacobium architecture knew about the Prophid architecture
and were influenced by it.

However, the two architectures execute applications with different characteristics. This becomes
clear when we look at the dependence graphs (DG) of two applications. The DG representation of
video applications used in the Prophid case looks like a sequence of predominantly coarse-grained
operators operating in a pipeline fashion. See, for example, the description of the Picture in Pic-
ture application in Figure 6.1. In contrast, array signal processing applications used in the Jacobium
case must exploit correlation of data received from, for example, various antennas. Therefore, their
DG representation consists of more fine-grained operators that are much more interrelated. See, for
example, the dependence graph in Figure 9.10.

Application Descriptions

The use of the Y-chart environment in both cases requires that applications be available and described
as networks of SBF objects. We experienced severe difficulties in finding realistic applications in both
the Prophid and the Jacobium case. If applications were specified at all, the specification was not in
the format of networks of SBF objects or in a format from which a networks of SBF objects can easily
be derived. The specifications were given in the C-programming language or in Matlab, using global
variables and data structures of the wrong type (i.e. matrices or lines) and in such a way that they hid
any form of parallelism, due to the inherent sequential ordering of the imperative languages (see for
more information Chapter 6, where we explain how we model applications).

The acquisition of applications was somewhat less troublesome in the Jacobium case. In that
project, the Jacobium processor executes algorithms which belong to the class of Jacobi-type algo-
rithms [Golub and Loan, 1989]. For this class, many algorithms have already been specified as nested-
loop programs. Moreover, tools are available that can help to manually transform these nested-loop
programs into the suitable format [Held, 1996], albeit with difficulty.

A consequence of not having a well-defined set of applications, especially in the Prophid case, is
that design space exploration is performed using one application instead of a set of applications. Syn-
thetic application descriptions have been considered, but the derivation of realistic synthetic bench-
marks is a complex problem in its own right [Dick et al., 1998].

We do not intend to give a complete description of the design cases and their results. Instead,
we want to show that techniques developed in this thesis are indeed useful and capable of modeling
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problems appearing in both cases.

In the Prophid case, we focus on whether we can describe an industrially relevant application as
well as instances of the Prophid architecture and map the application onto these architecture instances.
In the Jacobium case, we focus on the application development. We examine how we can describe
Jacobi-type algorithms using the SBF model at different levels of granularity. To that end, we augment
the Y-chart with additional tools, providing a trajectory allowing us to execute Matlab applications
written as nested-loop programs on instances of the Jacobium architecture.

9.2 Case 1: The Prophid Architecture (Philips Research)

The objective of the Prophid case [Leijten et al., 1997; Leijten, 1998] at Philips Research is to make
a weakly programmable video-processor for use in consumer video systems. It must be suitable
for performing in real-time video applications like quality enhancement, frame resizing, and color
adjustment.

We modelled an industrially relevant video application, referred to adéhehmarkusing the
application model approach developed in Chapter 6. We are interested in whether we can obtain per-
formance numbers for instances of the Prophid architecture created using the architecture modeling
approach developed in Chapter 5. In particular, we are interested in the trade-offs between communi-
cation strategy, packet length and buffer size.

We first explain the Prophid architecture and the benchmark. Then we look at the Y-chart en-
vironment used and at what consequence this has for describing the architecture instance and the
benchmark. Following this, we look at a design space exploration of the Prophid architecture execut-
ing the benchmark. In this case we focus more on architecture modeling, which we represented in
Figure 3.2 with the arrow with the lightbulb pointing to the barchitecture instance

9.2.1 Prophid Architecture

The architecture template of the Prophid video-processor architecture is shown in Figure 9.1. The
Prophid architecture consists of a numbeicofprocessorshat operate concurrently on streams of
data. The co-processors are divided further imtokspacesvhere the actual signal processing takes
place and they communicate streams with each other using input and output FIFO buffers and a switch
matrix. The Prophid architecture employs a Time Division Multiplex (TDM) communication strategy,

as explained in Chapter 2. The communication capacity of the switch matrix is thus divided into time
slots and the global controller ensures that a stream coming from an output buffer is directed to the
correct input buffer in the correct time slot. The global controller therefore connects directly to the
switch matrix and, furthermore, it usesrminalswhich are simple 1:N and N:1 switches at the input
buffer or output buffer side, respectively.

9.2.2 Prophid Benchmark

We want to execute the benchmark described by Witlox [1997], which is is an industrially relevant
benchmark imposing a realistic workload on the Prophid architecture. The dependence graph of the
benchmark is shown in Figure 9.2. The benchmark consists of three parts, indic&athhyathll,
andPathlll. In the benchmark, the four gray nodes (e&).B, C andD) represent memory and the

ten white nodes represent coarse-grained functions. In addition, two nodes at the head of the chain
represent sources and one node at the tail represents a sink. The purpose of the benchmark is to
combine two video signals into a single multi-window video signal. The two different input sources
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Figure 9.1 . The architecture of the Prophid video-processor.

produce streams of samples that are processed by a number of coarse-grained functions such as frame
resizing and quality enhancement, after which the two streams are combined into a single output
stream. Other coarse-grained functions such as color adjustments and more quality enhancement are
performed on the combined stream. Finally, the sink node consumes the stream.

. Path |
input 1 memory
memory memory m m
memory NN N O
merge output
O Path Il
u
input 2
Path Il

Figure 9.2 . The Prophid benchmark.

9.2.3 The Use of the Y-chart in the Prophid Case

We used the Y-chart environment developed in Chapter 7 in this case and thus we need to describe
the benchmark as a network of SBF objects using the modeling approach developed in Chapter 6. We
also need to describe instances of the Prophid architecture using the modeling approach developed in
Chapter 5. We discuss these two aspects in more detail.

Modeling the Prophid Benchmark as a Network of SBF Objects

The benchmark was not specified functionally correctly; only consumption/production patterns were
specified for each node in Figure 9.2. The benchmark therefore describes a static application and it
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Figure 9.3. The Y-chart used in the Prophid case.

suffices to describe the nodes of the benchmark with SBF objects that use dummy functions. These
dummy functionenly consume and produce tokens using a particular pattern.

We constructed an SBF object for each node in the benchmark, including the memory nodes
(we say more about modeling memory as SBF objects later). For these SBF objects, we specified
the transition function and binding function (see Section 6.4) to capture the consumption/production
pattern of each node in Figure 9.2.

Because the benchmark was not specified functionally correctly, it cannot describe a dynamic ap-
plication. It can describe, for example, a frame resizing factor, which is a fixed number resulting in a
fixed consumption/production pattern. We remark here that ORAS is, however, capable of executing
fully functionally applications — thus including their dynamic behavior — in the context of an archi-
tecture instance. If applications become more dynamic — and they will — we will be able to describe
these applications and simulate them correctly. The PiP case mentioned in Appendix B, for example,
exhibits dynamic behavior (resizing of the image) and can be simulated by ORAS.

Modeling the Prophid Architecture

We had to describe the Prophid architecture in terms of the stream-based dataflow architecture tem-
plate. This implies that we must be able to specify an instance of the Prophid architecture in terms of
the architecture description language discussed in Section 5.5.

We described the Prophid co-processors as functional units and the workspaces as functional
elements. Since the Prophid architecture uses a Time Division Multiplexed (TDM) communication
structure, the functional units operate in a sample-switching mode (see Section 2.1). This means that
the switching between workspaces on a co-processor takes place on a sample basis. To describe the
TDM communication, we define the global controller as a TDM controller and the routers as TDM
routers, which are both described in Appendix C. We do not have to describe the terminals shown in
Figure 9.1 explicitly, lrcause the global controller passes on an explicit reference to routers. Such a
reference indicates to which input buffer a router has to write (see Section 5.6, where we explain the
programming model of stream-based dataflow architectures).

The SBF objects of the benchmark map to functional elements, including SBF objects modeling
memory. We assignlatencyand arinitiation periodto each functional element to describe the timing
characteristics of the functional elements (see Figure 7.8, where we showed how a functional element
and it timing characteristics are specified in the architecture description language). The assigned
values are initially obtained from designers when they are developing the co-processors.
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9.2.4 Issues in Modeling the Prophid Architecture

We came to three modeling issues that we want to highlight in more detail. These modeling issues
are typically encounted when modeling realistic applications and architecture instances. The three
modeling issues are the modeling of memory in the Prophid architecture, the modeling of TV signals,
and the modeling of the merging of two streams. These issues are discussed below.

Modeling Memory in the Prophid Architecture

In principle, modeling memory is a problem in a dataflow architecture because memory does not
adhere to the data-driven execution scheme. A processing element activates solely based on the avail-
ability of data (see Section 2.1.3). Memory, however, can produce stored tokens even though no data
is available to write into memory; therefore it does not operate in a data-driven fashion. Even so,
we can still model memory as a functional element like any other functional element in the case of
stream-based dataflow architectures.

We model memory as a functional element containing an asynchronous pipeline the size of the
memory capacity. Unlike an ordinary asynchronous pipeline, we initialize the pipeline with data.
Because a functional element has a rpaatessand writeprocesswhich are uncoupled when an
asynchronous pipeline is used (see Section 5.4.10), the pvdteesscan send out tokens present in
the pipeline before new data is read into the pipeline by the peackss

Notice that a functional element also contains an SBF object which can perform very complex
reordering schemes in memory. The transition function of an SBF object is responsible for generating
the appropriate read and write addresses for memory. An example of an SBF object that models
memory was already given with theanspose functions in the Picture in Picture example described
in Section 6.1. In that case, the transition function of the SBF object implements a particular sequence
of read and write addresses that causes the transposition of an image.

Modeling a TV signal

A TV signal contains video pixels, but they have a particular shape in time, timeashapeas shown

in Figure 9.4. This figure shows a TV signal consisting of three componelitge hlanking afield
blanking andvideo data The first two components are control signals included to give the electron
beam inside a TV tube enough time to start writing new video pixels at the correct position on the
screen. The line blanking delays new video pixels so the electron beam can start at the beginning of a
new line. The field blanking delays new video data so the electron beam can start again at the top left
position.

Line Blanking Field Blanking
N
\ -
Video Data Time

Figure 9.4 . a TV signal consists of three components: a line blanking, a field blanking, and
video data (the gray blocks).

The two most commonly used standards for TV signals are PAL and NTSC. As explained in
Section 1.2, a TV field has a number of video lines whereby each line consists of video pixels. The
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number of lines and video pixels involved in the two standards are listed in Table 9.1. During a line
blanking a functional element could process other streams instead of being idle while waiting for the
end of a blanking. Even more time is available for processing during field blanking. This indicates an
important opportunity for further improvement of the efficiency of a Prophid architecture. Hence, it
is important that we can correctly model the time shapes given in Figure 9.4.

Video Data Line Blanking Video Blanking
Standard| Video Pixels| Video Lines| (equivalent video pixels) (equivalent video pixels
PAL 832 281 193 31935
NTSC 832 241 193 27839

Table 9.1. Time Shape of TV Signals.

We model the time shape of TV signals using the controller of an SBF object. The SBF object
obtained describes either noghgutl or nodeinput2 of the benchmark and maps to a functional
element describing the source fmathl andpathll, respectively.

A source functional unit uses only output buffers, to which it writes. By using functions in SBF
objects with no inputs or outputs, we modeled the line and field blanking periods accurately of the
standard TV signals given in Table 9.1. Due to the fire-and-exit behavior of SBF objects (see Sec-
tion 6.8), a transition always takes a number of cycles equal to the initiation period when instantiated
on a functional element (see Section 7.5.1, where we explain how to augment SBF objects with time).
Regardless of whether a function of an SBF object produces output at all, a transition always takes
place; after all, a function with no inputs and outputs fires instantaneously. Therefore, a functional
element is delayed a number of cycles equal to the initiation peaot time a trarigon takes phce.

By calling a sequence of functions with no inputs or outputs as described by the controller (e.g., the
binding and transition functions), we describe the time shape of TV signalsagcleately.

Modeling the Merging of Two Streams

The merging of the streams is not functionally specified for nogege. As a consequence, we
can describe it only using a non-deterministic behavior. SBF objects, however, cannot describe non-
deterministic behavior.

In the benchmark of Figure 9.2, the two streampathl andpathll come together in thmerge
to form a single new stream f@athlll. Since this merging is not functionally specified, the merging
takes place in a non-deterministic way. In general, non-determinism is used to leave open the precise
implementation of something like a merge. On the final Prophid architecture the implemented merge
will definitely be a deterministic merge.

SBF objects cannot describe non-deterministic behavior, because of the blocking reads. The same
property formulated differently: an SBF object describes a Kahn process and, as such, always de-
scribes a deterministic behavior. We remark that a CSP process would be able to describe a non-
deterministic merge (see the discussion in related work on model of computations in Section 6.7).

Yet, to describe a non-deterministic merge using ORAS, we replacethénge node in the
description of the benchmark by three new nodes: two new sink nodes and one new source node. In
that casepathl andpathll end up in two new sinks. A new source produces a strearpdtill. In
this way, all three paths are uncoupled and describe a non-deterministic behavior.

Another approach to describing a non-deterministic merge is to relate the strgaathbfvith
the stream opathlll. In this casepathl describes the ‘master’ stream to which the streanpéhlll
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synchronizes. We then model theerge as a memory element. The streanpethll ends up in a
sink and is thereby uncoupled fropathl andpathlll.

9.2.5 Results

Given the fact that we realized a Y-chart environment for the Prophid architecture, we now use this
Y-chart environment (see Figure 9.3) and the DSE presented in Chapter 8 to investigate which com-
munication strategy works best: a time-division-multiplex (TDM) or a first-come-first-served (FCFS)
communication strategy. For the TDM communication strategy, we also investigate the trade-off be-
tween the length of packets (i.e., the packet length) and the number of cycles making up the length of
a time slot (i.e., the slot length).

For the Prophid architecture, we define a many-to-one mapping of the nodes of the benchmark
to an architecture instance. In this many-to-one mapping, we define, for example, that two memories
(the gray node# an B in the benchmark) map on one functional unit and the other two memories
(the gray node€ and D) map onto another functional unit. In the architecture instance, we fixed
all options except for thpacket lengthservice timeof the controller, théuffer sizeof the buffers,
and the communication strategy. If a TDM communication strategy is selected, we also define the
parameteslot length Table 9.2 shows the parameters with their ranges. Using these parameters we
set up two experiments of 100 trial runs each. One experiment uses the TDM communication strategy
and one experiment uses the FCFS communication strategy.

In each trial run, a scaled video sequence of 14,400 pixels is processed by the benchmark. The line
and field blanking are scaled accordingly. We use the merge in vgaitthh andpathlll are related.

Each experiment of 100 trial runs, took 1.2 hours to execute.

| Parameter | Range |
packet length {10... 100}
slot length {10... 100}
buffer size {10... 100}
service time {1...20}
communication strategy { TDM, FCFS}

Table 9.2. Parameters used in the design space exploration of the Prophid architecture.

In Figure 9.5 we show the level of parallelism achieved when either a TDM (a) or a FCFS (b)
communication strategy is used to execute the benchmark. We have chosen the slot length in Fig-
ure 9.5(a) to be 55 and the buffer size in cases (a) and (b) to equal 55. On the basis of the response
surface models (RSMs), we concluded that both strategies realize the same level of parallelism. When
the global controller has a service time shorter than 10 cycles per request and architecture instances
use a packet length larger than 40 samples, the global controller is not a bottleneck and the highest
level of parallelism is obtained.

Since we look at real-time applications, a more important performance metric is the achieved
throughput for the inputs (i.einputl andinput2) and the output (i.e.output) of the benchmark
application of Figure 9.2. The RSMs that we present only relate to the experiment in which we used
a TDM communication strategy. Furthermore, we look only at nadéput andinputl when we
consider throughput.

In the benchmark, nodeputl has a throughput constraint of 13.5 Msamples/sec and oaget
has a throughput constraint of 27 Msamples/sec. Towiput produces a video stream at twice the
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Figure 9.5 . The response surface model (RSM) for achieved parallelism with either a time-
division-multiplex (TDM) communication strategy (a) or a first-come-first-served (FCFS)
communication strategy (b).

speed at which a video stream entigmsutl. For the way we set up the benchmark this means that
inputl should realize an initiation period of 12 cycles and tbatput should realize an initiation
period of 6 cycles. In Figure 9.6, we show the initiation period realized figputl (a) andouput

(b). In these figures, the service time is equal to 4 cycles and the buffer size is equal to 55 samples.
Note that the initiation period is not exactly 6 cycles, since we measure the average initiation period.

On the basis of the RSM in Figure 9.6(a), we conclude that if a packet length of 40 samples or
more is selected, and the slot length has any véhpeitl is able to satisfy an initiation period of 12
cycles. On the basis of the RSM in Figure 9.6(b), we conclude that if a slot length of 30 cycles or
less is selected, and the packet length has any valput is able to satisfy an initiation period of 6
cycles. By combining the results of both figures, we were able to conclude that a Prophid architecture
satisfies the imposed real-time constraints of the benchmark when it employs a slot length of 30 cycles
or less and a packet length of 40 cycles or more.

We want to realize an architecture instance of Prophid that uses the smallest possible buffers,
since buffers take up silicon area. In Figure 9.7(a), we show the RSM expressing the initiation period
realized byoutput for various buffer sizes and slot lengths. On the basis of this RSM, we concluded
that buffers should have a capacity of at least 35 samples, irrespective of the slot length chosen.

Finally, we show the relationship between slot length and packet length and the achieved level
of parallelism in Figure 9.7(b). Based on the RSM, we conclude that the achieved parallelism is
completely dominated by the packet length when a slot length is selected shorter than 80 cycles.
Therefore, to maximize the level of parallelism satisfying the real-time constraints, a large packet
length should be selected.

To summarize: a Prophid architecture that executes the benchmark should use a large packet
length, for example 100 samples per packet, a slotlength shorter than 30 cycles, and should implement

!Recall that the iitiation period is the reciprocal of thughput
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Figure 9.6 . The initiation period realized for inputl (a) and output (b) of the benchmark as
a function of the packet length and slot length.

buffers having a capacity of 35 samples. Note, however, that these numbers only apply when a global
controller is used requiring 4 cycles per request, i.e., when the service time is 4 cycles.

9.2.6 Conclusions
For the Prophid design, we showed that we can set up a Y-chart environment and we used this en-
vironment to perform a design space exploration. Although the results found in this exploration will
not be used directly by Philips in further development of the Prophid architecture, they clearly show
the potential of the Y-chart approach. We performed a design space exploration of the Prophid archi-
tecture and made various trade-offs explicit by evaluating 100 different architecture instances in 1.2
hours. Using these trade-offs, we showed that we could select parameter values leading to a feasible

architecture instance.

In setting up the Y-chart environment, we showed that the SBF model is able to describe the
benchmark. We also showed that we can specify instances of the Prophid architecture using the
architecture description language discussed in Chapter 5. In describing an architecture instance, we
encounter three difficult modeling issues: modeling memory, modeling the time shape of TV-signal,
and modeling non-deterministic merging of streams. We showed that we could model all three issues.

9.3 Case 2: The Jacobium Processor (Delft University of Technology)

The objective of the Jacobium project [Rijpkema et al., 1997] at the Delft University of Technology
is to make a weakly programmable and scalable processaratodium Processotailored to array
signal processing applications in which so calladobi-type algorithmplay a dominant role. The

signal processing applications detect, recover or separate signals, or estimate system model parameters
and are used in array processing [Justice et al., 1985] and time series analysis [Porat, 1993]. A char-
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Figure 9.7 . (a) The RSM for initiation period of output as a function of buffer size and slot
length. (b) the RSM for parallelism as a function of slot length versus packet length.

acteristic and common feature of these applications is that they perform matrix computations [Golub
and Loan, 1989], which typically account for a heavy computational payload. Examples of such ma-
trix computations include th®R and SVD matrix decompositions [Golub and Loan, 1989]. Both
decompositions can be implemented by means of Jacobi-type algorithms. Jacobi-type algorithms use
trigonometric computing techniques and have in common the use of plane rotatihsse plane
rotations compute efficiently using@ordic [Volder, 1959], which is the main — but not the only —
computing element used in the Jacobium processor.

In the following, we first show the Jacobium processor architecture, followed by an example
of a Jacobi algorithm in Matlab, namely the QR algorithm. Then we explain how we use the Y-
chart environment and how we extended this Y-chart environment with additional tools allowing us
to execute Jacobi algorithms described in Matlab on instances of the Jacobium architecture. We
examine how we can describe Jacobi algorithms using the SBF model at different levels of granularity
and how this effects the development of the Jacobium architecture. In this case we focus more on the

application model, which we represented in Figure 3.2 as an arrow with the lightbulb pointing to the
boxapplications

9.3.1 The Jacobium Processor Architecture

The architecture of the Jacobium processor is shown in Figure 9.8. It condstsessing Elements

(PEs) that operate in parallel and that communicate streams of data to each otleamara@nication
network under the supervision ofglobal controller. Each processing element consists obater,

alocal controller, acompound nodeand alocal memoryas can be seen in the inset in Figure 9.8.

The Jacobium processor employs Cordics in the compound node as the basis computational elements
to execute very efficiently theectorizationrandrotation operations typically used in the Jacobi-type

Plane rotations are also referred to as “Givens” rotations
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algorithms. Besides a Cordic, the compound node may contain other hardware to compute particular
functions, for example, multipliers and adders, as well as functions of large granularity. Compound
nodes have a small instruction set thatthe local controller uses to put the compound node in a particular
mode executing a particular function. The local memory is used to store tokens temporarily or to re-
order tokens in streams. The local memory has a small instruction set [see, for example, Looye et al.,
1998] that the local controller uses to obtain samples in a particular order from the local memory.
These samples are consumed by the compound node, which produces new samples. The router routes
these new samples through the architecture, under the supervision of the local controller.

communication network

S
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PEA PEg PEc u
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e

Global
controller
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Figure 9.8 . The architecture of the Jacobium processor.

Especially at the top level, the architecture template is very similar to the architecture template
of stream-based dataflow architectures, yet the PEs differ from the PEs of the stream-based dataflow
architecture. Nonetheless, we can model the operations of the PEs of the Jacobium architecture by
means of the PEs of the stream-based dataflow architecture.

To realize this modeling, we rely on the special structure of an SBF object. Given a processing
element, we can describe this processing element by means of a single SBF object. We model its
local controller by the controller of an SBF object, its local memory by the state of an SBF object,
and its compound node by the set of functions of an SBF object. This SBF object is instantiated onto
a functional element. The router of the PE of the stream-based dataflow architecture containing the
functional element models the router of the Jacobium PE. The output buffer of the functional unitin
which the functional element resides models the output buffer of the PE. The modeling of a Jacobium
PE by means of a stream-based dataflow PE is illustrated in Figure 9.9.

Because of this modeling, we can use SBF objects to describe processing elements, abstracting
from the internals of the processing elements. This gives us the opportunity to reason on the design
of Jacobium architectures at a higher level of abstraction, as we will show.
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Figure 9.9 . Modeling a processing element of the Jacobium architecture as a processing
element of stream-based dataflow architectures.

9.3.2 Jacobium Applications

An example of a Jacobi-type algorithm is tQ& matrix decompositiaimat can be found in adaptive
beam-forming applications [Van Veen and Buckley, 1988]. Matlab code for a QR decomposition
program is shown in Program 9.1. The program’s loop bowhdsdN are parameters. Two inner-
loop iteratorg andi form a triangular-shaped index space of gz his triangular shaped space
describes a singl®R update The outer-loop iteratok indicates which iteration of the QR update

is currently taking place. Notice that the QR deconipois program in Program 9.1 uses matri¢es
andX and has a lexicographical sequential index ordering as dictated ligrtheops. The structure

of the QR algorithm is referred to ad\eested Loop Prograifideld, 1996].

Program 9.1. QR ALGORITHM

for k = 1:1:K,
forj=1:1:N,
[R(,)),X(k,j),theta(j)] = Vectorize(R(j,j),X(k.)));
fori =j+t1 : 1 : N,
[R(,i),X(k,i)] = Rotate(R(j,i),X(k,i),theta(j));
end
end
end

The QR algorithm of Program 9.1 has a dependence graph representation as depicted in Fig-
ure 9.10. Instead of showing the complete dependence graph of the QR algorithm, we show only
onek-plane, representing a single QR update. The complete DG would congisifdhese planes.

Each and every-plane depends on its predecessor. Each node in the DG represents a function from
the QR algorithm: a gray node represents the funclectorize  and a white node represents the
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functionRotate . At the side of the triangle at the top of the figure, data (i.e., Xheata) is arriving
from external sources — say sensors ofNeamtenna array (in this cas&6) — that propagates down-
wards through the plane. The values of/2tariables (i.e., elements of tiRematrix in Program 9.1)
produced by the previous plane are updated using the fundtietate andVectorize . To rotate,
eachRotate function needs to have an angheta calculated by the functiowectorize  on the
diagonal of the triangle.
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Figure 9.10. Dependence Graph Representation of one QR update k-plane of the QR-
algorithm.

The dependence graph representation of the QR algorithm reveals features like regularity and
locality. Unlike the description given in Program 9.1, it also reveals a high level of concurrency.
These features — regularity, locality, and concurrency — are typical for all Jacobi-type algorithms.

9.3.3 The Use of the Y-chart Approach in the Jacobium Processor Case

We want to use the Y-chart approach to assist us in the design of the Jacobium architecture. For that
purpose, we developed the environment shown in Figure 9.11. The core of the design environment
consists of the Y-chart environment developed in Chapter 7. Thus, we again use ORAS as the retar-
getable simulator and we describe applications as a network of SBF objects, using the SBF model
developed in Chapter 6. We augment the original Y-chart environment with additional elements to
support the conversion from nested loop programs described in Matlab into networks of SBF objects.
The added elements in the figure are:

¢ theApplications in Matlab box

¢ theAlgorithmic Transformations box
¢ theTranslation box

¢ theValidation boxes

Furthermore, we include thigbrary of SBF objects and the simulatoEBFsim in the environ-
ment. Both elements are presented in Chapter 6, where we described the implementation of the SBF
model.
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Figure 9.11 . The extended Y-chart environment used in the Jacobium Processor case.

Applications in Matlab and Algorithmic Transformations

The environment is based on the assumption that we start from Jacobi applications written as nested
loop programs in Matlab. These applications can be transformed to change characteristics of the
original Jacobi application [see van Dijk et al., 1993].

Translation

Both the original and transformed Matlab specifications are, however, built on data types from the
matrix algebra: that is, matrices and vectors. The translation of these types into streams of scalars is
required. Moreover, the strict serial ordering of operations has to be removed to reveal the high degree
of concurrency present in almost all Jacobi-type algorithms.

Thus, somehow, we need to translate the original imperative Matlab descriptions into a network of
SBF objects. For that purpose, we rely on the tdiitars[Held, 1996], developed originally as part
of the HiFi project [Dewilde et al., 1989]. It converts static algorithms, described as parameterized
nested loop programs, into a dependence graph representation. Part of such a DG description is
already shown in Figure 9.10. In the resulting DG representation, the full concurrency present in the
application is revealed and only scalar variables are communicated over the edges of the DG.

We can go from such a DG representation to a network of SBF objects. We will explain this
translation in detail for the QR algorithm in Program 9.1. We can use predefined SBF objects from
the library or we can create new SBF objects to represent the DG as a network of SBF objects. By
storing these new objects in the library, we promote reuse of SBF objects.
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Validation

The translation of a Matlab program describing a nested loop program to a network of SFB objects
is not trivial and is not yet automated. For these reasons, we included a validation trajectory to check
whether both the Matlab program and the SBF network have the same input/output behavior. Thus
we verify thetranslation steps by providing the same input data to both the Matlab applications and
the network of SBF objects and then comparing the output data.

We can map a network of SBF objects onto an architecture instance and use ORAS to obtain the
performance numbers. Because ORAS also performs a full functional simulation, we can also validate
the behavior at this level: ORAS should produce for the same input data the same output data as that
produced by SBFsim or Matlab. This way we can check if the mapping was performed correctly.

9.3.4 Deriving a Network of SBF Objects from a Dependence Graph

We will show a very simple case in this section in which we express the QR algorithm of Program 9.1
as a collection of different SBF objects, each with (very) different characteristics. We will use the
extended Y-chart environment to provide feedback on the different SBF objects realized.

Using the HiPars tool, we attain a DG representation of a nested-loop Matlab program. We ought
to derive SBF objects from the DG representation that we can combine to model the original Matlab
application as a network of SBF objects. This means, in the first place, that we hzaition the
DG into smaller pieces, in which each piece makes up an SBF object with a particular set of functions.
In the second place, for each identified SBF object we have to specify the controller functions, i.e.,
the transition function and the binding function.

Partitioning a Dependence Graph

Given a singlek-plane of the QR algorithm as a DG representation, there are many ways we can
construct a network of SBF objects executing the same QR application. Different partitions result in
different grain sizes of the SBF objects, as was explained in Section 6.6. In Figure 9.12, we show
three different partitiongach leading to different SBF objects with different grain sizes. The number
of functions that an SBF object includes determines the grain size of that SBF object if we assume
that the function¥ectorize  andRotate both requirer RISC-like operations.

We now illustrate three possible partitions (a, b, and c) to describe the sgqfame of the QR
algorithm. In specifying these partitions, we distinguisionswhich describe a regular part of a DG
containing the same kind of functions. Although two regions can describe the same function, they can
differ as to where functions get their data from and where they write output data to. In that case we
havevariantsof the same function (see Section 6.6).

case (a): In this partitioning, we assume thatich node of the DG defines an SBF object by it-
self. This results in two SBF objectSBFVectorizecontaining the functionectorize , and
SBFRotatecontaining the functiolRotate . Since both SBF objects contain only one func-
tion, the objects distinguish only one region. Both SBFVectorize and SBFRotate have a grain
size of1z. To cover the DG we would need 6 instances of SBFVectorize and 15 instances of
SBFRotate.

case (b): In this partitioning, we assume thedéch horizontal chain of nodegiine) in the DG defines
an SBF objecSBFline SBFline contains two function®otate andVectorize . Eachj-line
consists of two regions: regidrand regionll. The functionvectorize is active in region,
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and the functiorRotate is active in regionil. The variableheta is kept internal to SBFline
and hence it is stored in the state of SBFline. SBFline has a grain sizel@fcause the longest
line includes 6 functions. To cover the DG we would require six instances of SBFline.

case (c): Inthis partitioning, we assume that the complete triangular graph defines a single SBF object
SBFplanelt contains the functionRotate andVectorize but each in two different variants,
variant 1 and variant 2. SBFplane contains four different regions. In regjiindl, andlV the
functionsVectorize _1, Rotate _1, Vectorize 2, andRotate 2, respectively, are active.
The functionRotate differs in Regiondl andIV as to whether a function reads external data
(e.g. from the sensors of af-antenna array) or internal data. The same applies to the function
Vectorize . In Region IV variablegheta and X are kept inside the SBF object. Variable
theta requires a single place to store its value, whereas varigbkquires a FIFO structure of
size 5. SBFplane has a grain size2of: because it includes 21 functions. To cover the DG we
would require one instance of SBFplane.

Although the different SBF objects have different granularities, the set of functions always con-
sists of the same functidRotate andVectorize . Because an SBF object describes a processing
element, the compound node has to execute the set of functions defined by the SBF object. Since the
three different SBF objects only use sets of functions consistimptzte andVectorize |, the use
of a Cordic as the basic element of a compound node is a logical choice.

We want to remark that the SBF Network for the partitioning and assignment discussed in case (a)
is intrinsically more parallel than the network discussed in case (c), as was explained in Section 6.6.

Region | Region Il
|

% 7| 7 7 7 7 7|

o||-" 71 172 73 174 -5
T T T T ;

Region IV

Region Il

(a) SBFVectorize & SBFRotate (b) SBFLine (c) SBFplane

Figure 9.12 . The dependence graph representation of the QR-algorithm partitioned in dif-
ferent ways, leading to SBF objects with different grain sizes.

Deriving the Controller Functions of an SBF object

Each SBF object covers a distinct part of a DG. For each part, we need to resolve an ordering of the
function invocation that leads to the binding functipand the transition function for the controller

of each SBF object. We obtain the ordering by scheduling the nodes in the part of the DG covered
by an SBF object. One — arbitrary — ordering is the ordering overlaid on the graph in Figure 9.12(c).
Thus, each node has been assigned a number indicating it®pas the execution order in which
SBFplane will process nodes.
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Given the ordering of Figure 9.12(c), we can derive the binding funcficas

Vectorize,, ifs=0

Rotate, ifs=1,2,3,4,5
p(s) = _ _ (9.2)
Vectorize,, if s =6,11,15,18,20

Rotate,, if s =7,8,9,10,12,13,14,16,17,19
and the transition function as
w(s)=s+1 (mod 20). (9.2)

The presented controller functions are defined fér@ane DG havingV = 6. We could also
have defined the controller functions in a parameterized form, expressed in parameter

Given the three possible partitions, we need to decide which partition results in the best architec-
ture given the set of Jacobi-type algorithms. The SBF objects shown in Figure 9.12(a) can easily be
reused since the functioMectorize  andRotate are used in most Jacobi-type algorithms. How-
ever, the price that is paid for this reusability is a large amount of communication of single scalar
variables over the communication structure. The SBF objects presented in Figure 9.12(b) and Fig-
ure 9.12(c) keep some variables internal, reducing the amount of data that needs to be transported.
This increases the complexity of the local controller and may cause an increase in the amount of local
memory needed in a PE. As the SBF objects become more coarse-grained, tokens can very effectively
be taken together into a packet, leading to a more efficient transportation of tokens. For example,
the R values needed from a previous QR update are very effectively transported using packets. In
addition, coarse-grained SBF objects can perform very complex operations, including the reordering
of data streams [Garcea, 1998].

Pipelining

The SBF objects described in Figure 9.12 are executed on a compound node. A compound node typi-
cally uses a Cordic in the case of the Jacobium architecture. This Cordic is deeply pipelined [Hekstra
and Deprettere, 1993] — 18 stages deep —to perform the trigonometric computations at a high through-
put. Pipelining seriously affects the final performance of the Jacobium architecture, especially when
long pipelines are used. The local data dependencies between nodes, as shown in the DGs of Jacobi-
type algorithms, make it a very challenging task to obtain a high utilization of Jacobium architectures
while maintaining a high throughput.

When we consider the Matlab description in Program 9.1, we notice that the functions are not
pipelined at all. However, in the extended Y-chart environment they are, which makes it possible to
obtain quick quantitative feedback on the utilization of an instance executed on a Jacobium architec-
ture. By installing an SBF object (like the ones given in Figure 9.12) on a functional element (see
Figure 7.8) and specifying a particulenitiation period and latency we can specify that the SBF
object have a pipelined behavior. Furthermore, different processing elements in the Jacobium archi-
tecture can execute differehtplanes. As a consequence, pipelining takes place inside PEs as well as
between PEs.

By measuring the performance of an architecture instance, we can investigate the effect of the
levels of pipelining. When this is known, we can start to apply purposeful algorithmic transformations
to alter Matlab programs, for example to change the shape of the DGs such that a higher utilization
results [van Dijk and Deprettere, 1995].
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9.3.5 Results

For the Jacobium case, we used the extended Y-chart environment given in Figures 9.11 to quantify
the performance of the three partitions shown in Figure 9.12. We constructed three different architec-
ture instances of the Jacobium architecture, each being able to execute the QR algorithm as given in
Program 9.1 for 4 antenna signals. One architecture consists of 10 processing elements that execute
the SBF objects of case (a), one architecture consists of 4 processing elements that execute the SBF
objects of case (b), and one architecture consists of 1 processing element that executes the SBF object
of case (c). We execute 10@0planes of the QR algorithm on each of these architectures and thus
process 4000 antenna signals in total.

We determined the following performance metrics for the three architecture instances: the total
execution time to process 4000 antenna signals, the level of parallelism achieved, the number of
samples communicated in parallel over the communication structure, the average utilization of the
processing elements, and the overall throughput realized by an architecture instance. In Table 9.3, we
assume that the Cordics are not pipelined and that communicating a sample over the communication
structure takes 1 cycle. In Table 9.4, we assume that Cordics are pipelined 18 stages deep. In Table 9.5,
we further assume that the handling of packets by routers takes an additional 4 cycles per header and
that the global controller hasservice timeof 1 cycle and acapacityof one request at a time (see
Section 5.4.5, where we model the global controller).

Case|| Total Execution| Parallelism Communication Utilization PEs| Throughput
Time (cycles) | Oper/Cycle| Samples/Cycle (max/avg) (%) samples/cyclg

A 2009 5.98 24/16 54 2.0

B 2509 3.31 9/6 84 1.60

C 44022 1.43 5/3 91 0.10

Table 9.3. Performance metrics for 3 Jacobium architectures with no pipelined Cordics.

Case|| Total Execution| Parallelism Communication Utilization PEs| Throughput
Time (cycles) | Oper/Cycle| Samples/Cycle (max/avg) (%) samples/cyclg

A 19111 0.60 24/10 55 0.21

B 19057 0.46 9/6 11.7 0.20

C 44022 1.36 5/3 90.9 0.10

Table 9.4. Performance metrics for 3 Jacobium architectures with Cordics pipelined 18
stages deep.

Based on the numbers found, we can draw the following conclusions. Table 9.3, illustrates that the
use of fine-grained processing elements, i.e., PEs on which we mapped the SBFSBfaétstorize
andSBFRotateresult in a large amount of global communication (16 samples/cycle) and a high level
of parallelism (5.98 oper/cycle). In contrast, the use of coarse-grained processing elements, i.e., PEs
on which we mapped SBF obje8BFplangesultin less global communication (3 samples/cycle) and
a lower level of parallelism (1.43 oper/cycle).

We have included the pipelining of Cordics in Table 9.4. It shows that architectures (a) and (b)
are seriously affected by the pipelining. The performance of architecture (a), for example, drops from
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Case|| Total Execution| Parallelism Communication Utilization PEs| Throughput
Time (cycles) | Oper/Cycle| Samples/Cycle (max/avg) (%) samples/cyclg

A 47326 0.25 17/11 2.4 0.08

B 45241 0.19 9/6 4.9 0.09

C 108944 0.55 5/2 36.7 0.04

Table 9.5. Performance metrics for 3 Jacobium architectures with Cordics pipelined 18
stages deep, with a global controller that has a service time of 1 cycle and a capacity of
one request at a time, and with routers that require an additional 4 cycles per header to
handle a packet.

5.98 to 0.60 operations per cycle. Architecture (c), on the other hand, is hardly affected by pipelining.
Based on this table, we conclude that pipelining should not be neglected and that the extended Y-chart
environment is useful and enables us to quickly investigate the effects of pipelining.

The resultsin Table 9.5 are based on the fact that communicating headers takes 4 cycles per header
and that one router at a time can access the global controller. This affects the overall performance of
all three architectures and the values for parallelism, utilization and throughput are about 60% lower
than the values in Table 9.4. Although architecture (c) can use longer packets than architecture (a) or
(b), its overall performance dropped 60%. Thus, packets longer that 21 samples are needed to reduce
the influence of the headers. In absolute numbers, however, architectures (a) and (b) realize a higher
throughput, but architecture (c) uses its resources most efficiently.

We also performed a design space exploration of the Jacobium processor in which we looked
at architecture instances that usecoarse-grained processing elements to execute kgdénes of
the QR algorithm. We mapped the SBF obj8&Fplanehat processes/ antenna signals on each
of these processing elements. We also changed the level of pipelining of the Cordics used in the
processing elements and the size of the FIFO buffers. In the architecture instances, we assumed that
it takes 1 cycle to communicate a sample over the communication structure and that a header requires
an additional 4 cycles per packet. Table 9.6 shows the parameters of the exploration along with their
ranges. We set up an experiment of 100 trial runs with these parameters. The experiment of 100 trial
runs, took 50 minutes to execute. Notice that we did not include the packet length as parameter. In
case of the Jacobi-algorithms, it depends on the number of antenna sighaiséd.

| Parameter | Range \
Bufffer Size {4...100}
Cordics (V) {1...7}

Problem Size{!) | {4... 12}
Pipeline Depth {1...20}

Table 9.6. Parameters used in the design space exploration of the Jacobium architecture.

Figures 9.13 shows the initiation period realized for a processing element (a) and the total execu-
tion time required by an architecture instance to process kQfl@nes (b) when a buffer size of 100
and a pipeline depth of 18 are selected. The initiation period reported is not equal to the throughput
reported in Table 9.3 to Table 9.5; it gives the throughput that an individual processing element can
realize. From figure (a), we concluded that processing elements operate with maximum throughput
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(e.g. 1 sample/cycle) on a stream of samples when a small problem size isMised7). When
a larger problem size is used, an architecture can maintain a throughput of 1 sample/cycle per pro-
cessing element by using more processing elements. This works until a problem size larger than 9 is
selected.

From figure (b), we concluded that when a small problem size is executed (ecgM4< 7),
adding extra processing elements is not efficient because the total execution time hardly decreases.
When a large problem size is used (e.yf > 8), additional processing elements are used more
efficiently, especially when between 3 and 5 processing elements. Using more that 6 extra processing
elements hardly improves the total execution time.
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Figure 9.13 . The response surface model for the initiation period achieved for one process-
ing element (a) or the response surface model for total execution time required to process
1000 k-planes (b) as a function of processing elements N and problem size M.

In Figure 9.14, we show the utilization of a processing element (a) and the achieved level of par-
allelism of architecture instances for different levels of pipelining and buffer sizes. In both figures,
the problem size is equal to 12 and the architecture instances use 4 processing elements. From figure
(a), we concluded that the processing elements are used most efficiently when a buffer size of approx-
imately 70 samples is used, irrespective of the level of pipelining. From figure (b), we conclude that
the level of pipelining influences very much the level of parallelism realized. For a problem size of 12
and 4 processing elements, the maximum level of parallelism is obtained when a pipeline depth of 5
stages is used. Furthermore, the deeper the pipeline, the lower the level of parallelism.

9.3.6 Conclusions

The Jacobium project is still running, but we can draw the following preliminary conclusions regard-
ing it. We were able to use the Y-chart environment developed in this thesis to model the architecture
of the Jacobium processor in terms of the architecture template of stream-based dataflow architec-
tures. We extended this Y-chart environment, which allowed us to execute applications written in
Matlab as a network of SBF objects on an architecture instance and determine how these networks
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Figure 9.14 . The response surface model for utilization of a processing element (a) or the

response surface model for realized level of parallelism (b) as a function of level of pipelining
and buffer sizes.

performed on architecture instances. We used the extended Y-chart to quantify characteristics of three
different partitions that executes one and the same QR algorithm, but with different granularity. We
also quantified the effects of pipelining and global communication. For one partition, we performed

a design space exploration and showed the we were able to derive relationships between architecture
parameters and performance metrics.
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Chapter 10

Summary & Conclusions

HERE is a trend toward increasingly programmable application-specific architectures. These

architectures are becoming increasingly programmable to support multi-functional and multi-
standard products. In the design of these architectures, it is no longer the performance of a single
application that matters, but the performance of a set of applications. We have observed that general
and structured approaches are lacking for the design of these increasingly programmable application-
specific architectures.

We presented the stream-based dataflow architectures as an example of programmable application-
specific architectures. We showed that this class of architectures fits into the category of dataflow
architectures and that they represent interesting programmable architectures for high-performance,
stream-based applications that are found in many multi-media applications.

In the design of stream-based dataflow architectures many architectural choices are involved, each
leading to a particular architecture with a specific behavior and performance. For designers, it be-
comes increasingly complex to find feasible architectures, given the many choices involved and the
required programmability.

We structured the many design choices by means of an architecture template which describes a
class of architectures in a parameterized way and which has a well-defined design space. We con-
sidered the central problem in this thesis to be to provide a method to help designers find parameter
values of the architecture template that result in a feasible design, given an architecture template, a
set of applications, and design objectives like throughput and utilization as well as power and silicon
area.

The methodology that we presented in this thesis is the Y-chart approach shown in Figure 10.1.
It is a methodology in which designers make decisions and motivate particular design choices based
on quantitative data. We showed that the Y-chart approach leads to a Y-chart environment which
allows designers to quantify design choices for a particular architecture. By using such a Y-chart
environment and changing design choices in a systematic way, designers explore the design space of a
given architecture template for a set of applications. Furthermore, designers narrow down the design
space of an architecture template in a stepwise fashion by using a stack of Y-chart environments, each
at a different level of abstraction.

By exploring the design space at different abstraction levels, designers gain insight into the re-
lationship between parameter values and the performance that is achieved. Based on this insight,
designers make trade-offs between the many parameters leading to a feasible design. Therefore, the
Y-chart approach results in better-engineered architectures in less time. These engineered architec-
tures satisfy the imposed design objectives for the complete set of applications. Moreover, they use
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Figure 10.1 . The Y-chart environment developed in this thesis

their resources more efficiently, resulting in a less expensive design in terms of the amount of silicon
used.

In this thesis we realized a Y-chart environment for the class of stream-based dataflow architec-
tures at a cycle-accurate level. We implemented the six componentstgting a Y-chart environ-
ment. This included the use of a high-level performance analysis method, an architecture modeling
approach, an application modeling approach, the construction of a retargetable simulator and a map-
ping approach, and the use of a design space exploration environment.

We used the Y-chart environment in two design cases and showed that designers can indeed com-
pare alternatives in a quantitative way. The two design cases also showed that designers can indeed
perform design space exploration, permitting them to consider trade-offs between parameter values
and performance. Although the results found in the two cases will not directly affect the further
development of the two designs, they clearly showed that we gained insight into the complex trade-
off present. Similar results are very difficult to obtain using current design approaches. Finally, the
two design cases showed that it was possible to analyze and change architectures at a high level of
abstraction.

10.1 Discussion of the Y-chart Approach

Based on our use of the Y-chart environment in two design cases, we draw the following conclusions.
First, we conclude that setting up a Y-chart requires significant effort. Secondly, we conclude that the
Y-chart approach exhibits interesting general characteristics. Thirdly, we conclude that the Y-chart
approach structures the design process of application-specific programmable architectures. Fourthly,
we conclude that the Y-chart approach requires multi-disciplinary teams that challenge current design
approaches.

10.1.1 Significant Effort

The Y-chart environments used in both the Jacobium and the Prophid cases are a direct result of a
significant amount of time spent on modeling and developing of software. To realize the Y-chart
environment, we developed the to8IBFsimtandORASwhich consist of a total of respectively 3,000
and 20,000 lines of C++, not taking into account the modeling of applications.

Although setting up a Y-chart environment requires significant effort, we were able to realize the
complete Y-chart environment in slightly more than one and a half years because we (re)used existing



Summary & Conclusions 227

tools. We used the PAMELA Run-time Library, which provided us with high-level primitives that
made it possible for us to model stream-based dataflow architectures at a high level of abstraction.
Another existing tool that we used was the generic DSE environment. This environment took care
of setting up experiments efficiently, data management, and visualization of results, e.g., drawing the
response surface models.

10.1.2 Characteristics of the Y-chart Approach

We conclude that the Y-chart exhibits general characteristics that are invariant with respect to the
architecture or application researched. We summarize the characteristics as:

1. The Y-chart approach permits designers to quantify architectural choices, providing a sound
basis on which design choices can be made.

2. The Y-chart approach permits designers to explore the design space of an architecture template
not only for a single application, but for the whole set of applications.

3. The Y-chart approach allows designers to consider trade-offs and to balance between pro-
grammability and efficiency, finding an architecture instance that obeys set-wide design ob-
jectives.

4. The Y-chart approach takes into account the complete system — architecture, the set of applica-
tions, and the mapping of these applications — thus optimizing the complete system instead of
only the architecture.

5. The Y-chart approach is invariant for a specific level of detail at which designers need to specify
architecture instances when evaluating the architecture instance to render performance numbers.

6. The Y-chart approach requires that the architecture template be made explicit and thus that
architecture templates can be reused in other design projects.

10.1.3 Structuring the Design Process

We conclude that the Y-chart approach structures the design process of programmable application-
specific architectures. It stipulates the requirements that need to be satisfied in order to perform
design space exploration of architectures.

In both the Jacobium and Prophid cases, we conclude that too much focus was placed on the
architectural design. As a consequence, we experienced severe problems in obtaining specifications of
applications in the appropriate format. The main reason these problems occurred was that developing
applications in the correct format was not an integral part of the design case of either the Prophid or
the Jacobium architectures.

In further development of programmable architectures, much more attention must be given to de-
veloping applications in a suitable format, for example, by making the release of applications in the
appropriate format a clear deliverable within design processes. The development of libraries contain-
ing high-quality applications descriptions should be considered. This implies that applications should
be documented, well-structured (for example, by using code reviews), and released and maintained
over time by a person having the responsibility for particular applications.

A problem similar to the applications problem is mapping. Again, in both the Jacobium and the
Prophid cases, mapping was not addressed properly since it was not an integral part of the design case.
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The Y-chart approach, however, clearly states that designing programmable architectures requires that
the architecture, the set of applications, and the mapping be addressed before any exploration takes
place.

The Y-chart approach has already made an impact within Philips Research. There are design
projects in which the Y-chart approach is used as the basis to structure the design process of new
programmable architectures. In these design projects, the availability of benchmark applications and
mapping were included from the beginning. In the near future, we expect that Y-chart environments
will be realized for these design projects. For CPU design, and the Philips TriMedia processor in
particular, the exploration has already been performed. For hardware/software codesign that includes
CPUs and coprocessors, exploration will soon take place.

10.1.4 Multi-Disciplinary Teams

As shown in Figure 10.1, the Y-chart approach consists of six components, each of which represents a
discipline on its own. The Y-chart approach brings these disciplines together from the very beginning
of the design of a programmable architecture. Moreover, the Y-chart does not consider these disci-
plines in isolation, but clearly indicates how the various disciplines depend on each other and how
they operate concurrently within the same design.

Setting up a Y-chart for a programmable architecture therefore requires that all six disciplines be
mastered. This thesis shows that it is possible to integrate all these disciplines by constructing a Y-
chart environment for stream-based dataflow architectures at the cycle-accurate level of abstraction.
It also shows how one component representing a particular discipline influences the development
of other components. For example, SBF Objects used in application modeling are designed in such a
way that they can seamlessly integrate with functional elements to realize fully functional simulations.
Therefore, we combined architecture modeling with application modeling.

Currently, the design of new general purpose processors require very large multi-disciplinary
teams. It is not unusual in this area to have design teams of 100 to 300 people [Wilson, 1998] rep-
resenting many different disciplines that interact with each other at different levels of abstraction at
the same time or at least at overlapping times. Managing these interactions is becoming increasingly
important and more difficult as designs become more complex [Hennessy and Heinrich, 1996]. In
addition, less time is available for new designs because of time-to-market considerations. Similar
observations will apply to the use of the Y-chart. Therefore, we have to establish clearly defined inter-
faces between the various components of a Y-chart environment as well as between components used
in a stack of Y-chart environments.

Finally, we remark that, in our opinion, the way application-specific programmable architectures
are designed should change radically. As pointed out above, the Y-chart approach combines dif-
ferent disciplines. Therefore, to get the full benefit of the Y-chart approach, such that we obtain
better-engineered architectures, tightly integrated multi-disciplinary teams are required instead of the
different teams of different disciplines as happens currently. An excellent example of how such tightly
integrated multi-disciplinary teams should operate is described by Conklin [1996], who describes the
design process of the DEC Alpha general purpose processor.

10.2 Further Research

We see many opportunities for further research, including:
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More heterogeneous architecturesWe developed the Y-chart environment for stream-based dataflow
architectures. An interesting line of research would be to investigate how techniques developed
within this thesis can be used or be extended for more heterogeneous architectures that contain
both dataflow and control concepts, possibly with different performance constraints (see, for
example, Figure 1.3). Lieverse et al. [1998] have already shown that such extentions are possi-
ble. They used again the PAMELA run-time library for application modeling, but additionally,
they used TSS (see Section 7.9) for architecture modeling.

Generalizing architecture modeling conceptsWe used the run-time library primitives and the build-
ing block approach to construct architecture instances that perform simulations quickly and effi-
ciently. However, the run-time library works very well for stream-based dataflow architectures,
but lacks the capability to descrilpolling efficiently (as indicated in Appendix C). Further
research could determine how the run-time library could be extended such that it can describe
polling, while remaining fast and efficient. Some suggestions for this research were presented
in Section 7.9.

Presentation of multi-dimensional relationships The response surface models generated by the generic
DSE environment presents 3-D graphs, while the response surface models actually represent
higher-dimensional relationships. Further research could involve investigating how to present
higher-dimensional relationships such that designers can more effectively make trade-offs. In
Section 8.6, we already indicated tlsaftter-plotsare an option.

Optimization Designers themselves inspect the Response Surface Models generated by the design
space exploration. Further research might involve replacing visual inspection by integrated
optimization tools within the generic DSE environment (i.e., replacing the “lightbulb” in Fig-
ure 8.1). These optimization tools would have to find feasible architectures using a minimum
number of iterations, since each iteration in a Y-chart environment generally takes a consider-
able amount of time.

Use of the Y-chart approach in a real design by real designerd’he Y-chart environment used in
the two cases proved the correctness of concept of the Y-chart approach. However, actual
designers have not used it. Further research might include working with real designers using
Y-chart environments and studying what kind of questions or difficulties arise at which levels.

Translation from Matlab to the SBF model In the Jacobium case, the translation from a Matlab
application into a description in terms of the SBF model is not yet automated. Further research
could be to automate the steps involved in the translation. This way a large pool of benchmark
applications could easily be created, because many applications are already specified in Matlab.
Rijpkema et al. [1998] have already identified the steps involved in automating this translation
for piecewise regular algorithms. The partition of applications (see, for example, Figure 9.12)
should also be automated by providing tools that create the correct SBF objects for a given
partition.

10.3 Availability of Software

The source code of the software developed in this thesis, i.e., SBFsim and ORAS are freely available
for further use. The software can be obtained by accessing address.

http://cas.et.tudelft.nl/research/hse.html
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Appendix A

Architecture Template in BNF

O describe the Architecture Template of Stream-based Dataflow architectures, we use compo-
sition rules that state which Architectural Element Types are allowed to connecteadtn
other and to which extend. To describe these composition rules we use the Backus-Naur Form
(BNF) [Backus and Naur, 1959]. The complete Architecture Template is given below. See Section 5.5
for more information on describing an Architecture Template using composition rules in BNF.

configuration : ARCHITECTURE ID {
controller
communication
peList
1}1

controller : CONTROLLER { TYPE "’ FCFS ' NUM ' NUM ') ;' '}
| CONTROLLER '{ TYPE "’ PHASE ' NUM ') NUM /' ID )y 7 '}
| CONTROLLER '{ TYPE '’ ROUNDROBIN ' NUM '/ NUM 7y 7 '}

communication : COMMUNICATION '{ TYPE "’ SWITCH '( NUM ) 7 '}

1

peList : aProcessingElement
| peList aProcessingElement

aProcessingElement: PE ID ' NUM ' NUM 7y
1{1 body 1}1

body : inputBuffers
outputBuffers
router

functionalUnit

inputBuffers
INPUTBUFFER *{ inputBody 'Y
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inputBody : TYPE '’ BOUNDEDFIFO '( NUM ) %}
TYPE 7 UNBOUNDEDFIFO '}

outputBuffers
OUTPUTBUFFER {" outputBody '}
outputBody : TYPE ' BOUNDEDFIFO (' NUM ) )
TYPE "’ UNBOUNDEDFIFO '’}
router :
| ROUTER { TYPE '’ FCFS ;' ¥}
| ROUTER { TYPE '’ PHASE ' 7}
| ROUTER '{ TYPE '’ ROUNDROBIN ;" '}
functionalUnit : fultem feList '}
fultem : FU { TYPE "’ PACKET 7}
| FU { TYPE '’ SAMPLE 7}
| SOURCE '{ TYPE "’ BURST identifier '}
| SOURCE '{ TYPE "’ STREAM identifier ’;
| SINK { TYPE ' BURST identifier ’;
| SINK {" TYPE '’ STREAM identifier ’;
feList : functionalElement
| feList functionalElement
| error
functionalElement: FE ID 'C NUM ') NUM ') T NUM T
{" feBody feType binding '}
| error
feBody :
| TYPE "7 SYNCHRONE °}
| TYPE "7 ASYNCHRONE }
| TYPE '’ MEMORY identifier ’;
| error
feType : FUNCTION { TYPE " ID ;7 %}
FUNCTION {" TYPE "’ ID identifier *; '}
binding : BINDING
bindingRelations: bindinglnputs bindingOutputs

bindinglnputs
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bindingOutputs

inRelationList

inRelation

outRelationList :

outRelation

identifier

parameterList

parameterltem

INPUT ’(" inRelationList )" '}

OUTPUT (" outRelationList 'y

inRelation
inRelationList ', inRelation

NUM ARROW NUM

outRelation
outRelationList ', outRelation

NUM ARROW NUM

' parameterList ')’

parameterltem

1

parameterList ') parameterltem

ID '=" NUM
ID =" ID
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Appendix B

Picture in Picture Example

N example of a Stream-based video application used in modern high-end TV-sets is shown in
Figure B.1. It describes tHeicture in Picture(PiP) algorithm which reduces a picture to half its
size in both horizontal and vertical direction and places the reduced picture onto a full screen picture
showing two images on a TV screen [Janssen et al., 1997]. The Picture in Picture application is
discussed in Chapter 6.

Horizontal Lines

1 2 3
Source FIR_H SRC_H

Transpose

FIR_V SRC_V Transposél Sink

Vertical Lines
Figure B.1 . The Picture in Picture Application

In the PiP example, ource produces an infinite stream of video samples that are filtered by
an N-taps Finite Impulse Respon$dRy) Filter. Then the stream is passed through a Sample-rate
Converter SRCy) that performs a down sampling of a factor two. Next, video images are trans-
posed Transpose): re-ordering samples in such a way that two consecutive samples belong to two
different video lines. The stream then passes again through an N-taps FIRFiRg) @nd a SRC
(SRCy), this time to perform a vertical down sampling of a factor two. On the stream that results, the
second transpose functiofrénspose 1) performs a re-ordering such that consecutive samples now
belonging to the same video line. Finally, t8sk consumes the samples.

B.1 One-to-one Architecture Instance

The architecture instance is given in this section. The Architecture Instance is able to execute the
Picture in Picture (PiP) application shown in Figure B.1. We defined an architecture instance with
eight Functional Units, as shown in Figure B.2. The eight Functional Units hawe-o-onanapping

of a function from Figure 6.1 to its function repertoire such that function repertoire of each Functional
Unit consists of one function.
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B.1 One-to-one Architecture Instance

Switch Matrix

O<—l
Oa

@

| |
| ©

Capacity = 30
] ] ] 1 ] ]
B B B B B B Throughput = 1
D L L L L L L D Latency = 1
Source FIR SRC Trans Fir SRC Trans Sink
a J ] 1 ] ]
Capacity = 20

Packet Length = 120

First-come-first-served

Service Time =4

Figure B.2 . The Architecture Instance for a One-to-one Mapping of the Picture in Picture

application

B.1.1 Architecture Description

Architecture Dataflow {

GlobalControl {
PacketLength = 120 ;

}

Controller { Type: Fcfs( 1, 4

)}

Communication { Type: SwitchMatrix( 8 ); }

ProcessingElement Source(0,1) {
OutputBuffer { Type: BoundedFifo( 30 ); }

Router { Type: Fcfs; }
SourceUnit {

Type: Burst(packets=760,base=1);
FunctionalElement Source(0,1)[1] {
Function { Type: PGMsource(initiation_period=2,latency=2); }

Binding {
Output ( 0->0
}

}
}
ProcessingElement FIR_H(1,1)

);

{

InputBuffer { Type: BoundedFifo( 30 ); }
OutputBuffer { Type: BoundedFifo( 20 ); }

Router { Type: Fcfs; }
FunctionalUnit {
Type: Packet;
FunctionalElement FIR
Type: Synchrone;

_HLD[A] {
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Function { Type: FirFilter(initiation_period=1,latency=18); }

Binding {
Input ( 0->0 );
Output ( 0->0 );
}

}
}
ProcessingElement SRC_H(1,1) {
InputBuffer { Type: BoundedFifo( 30 ); }
OutputBuffer { Type: BoundedFifo( 20 ); }
Router { Type: Fcfs; }
FunctionalUnit {
Type: Packet;
FunctionalElement SRC_H(1,1)[1] {
Type: Synchrone;
Function { Type: DownSample(initiation_period=1,latency=1,factor=2); }

Binding {
Input ( 0->0 );
Output ( 0->0 );
}

}

}
ProcessingElement TRANSPOSE(1,1) {

InputBuffer { Type: BoundedFifo( 30 ); }
OutputBuffer { Type: BoundedFifo( 20 ); }
Router { Type: Fcfs; }
FunctionalUnit {
Type: Packet;
FunctionalElement TRANSPOSE(1,1)[1] {
Type: Asynchrone;
Function { Type: Transpose(initiation_period=1,latency=1,line=60); }

Binding {
Input ( 0->0 );
Output ( 0->0 );
}

}
}
}
ProcessingElement FIR_V(1,1) {
InputBuffer { Type: BoundedFifo( 30 ); }
OutputBuffer { Type: BoundedFifo( 20 ); }
Router { Type: Fcfs; }
FunctionalUnit {
Type: Packet;
FunctionalElement FIR_V(1,1)[1] {
Type: Synchrone;
Function { Type: FirFilter(initiation_period=1,latency=18); }

Binding {
Input ( 0->0 );
Output ( 0->0 );
}

}

}
ProcessingElement SRC_V(1,1) {
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InputBuffer { Type: BoundedFifo( 30 ); }
OutputBuffer { Type: BoundedFifo( 20 ); }
Router { Type: Fcfs; }
FunctionalUnit {
Type: Packet;
FunctionalElement SRC_V(1,1)[1] {
Type: Synchrone;
Function { Type: DownSample(initiation_period=1,latency=1,factor=2); }

Binding {
Input ( 0->0 );
Output ( 0->0 );
}

}

}

ProcessingElement TRANSPOSE_INV(1,1) {
InputBuffer { Type: BoundedFifo( 30 ); }
OutputBuffer { Type: BoundedFifo( 20 ); }
Router { Type: Fcfs; }

FunctionalUnit {
Type: Packet;
FunctionalElement TRANSPOSE_INV(1,1)[1] {
Type: Asynchrone;
Function { Type: Transposelnv(initiation_period=1,latency=1,step=5,line=60); }

Binding {
Input ( 0->0 );
Output ( 0->0 );
}

}

}
ProcessingElement Sink(1,0) {

InputBuffer { Type: BoundedFifo( 30 ); }
SinkUnit {
Type: Burst(packets=120);
FunctionalElement Sink(1,0)[1] {
Function { Type: PGMsink(initiation_period=2,latency=2,height=60,width=60); }
Binding {
Input ( 0->0 );
}

B.1.2 Mapping

}
Mapping test {

1. 2, 0, FIR_H_inBuffer_0;

: 0, SRC_H inBuffer_0;
0, TRANSPOSE _inBuffer_0;
0, FIR_V_inBuffer_O;
0,
0,

SRC_V_inBuffer_0;
TRANSPOSE_inBuffer_0;

oAb
~No U W
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7. -1, 0, Sink_inBuffer_0; f* Dummy Buffer */

B.2 Many-to-one Architecture Instance

The Stream-based Dataflow architecture also permits the sharing of Functional Units between differ-
ent streamsmany-to-onenappings. More than one application function can map to a Functional Unit.

In Figure B.3, we show an architecture instance that also can execute the Picture in Picture application
of Figure B.1 but uses sharing of Functional Units. In this architecture instance, each Functional Unit
has a function repertoire of two Functional Elements each executing identical functions (e.g., Sample
Rate ConversiorSRCH) and ERCV)).

Switch Matrix

Capacity = 30
Q
" i i 1
ES
2 Throughput = 1
N L L L Latency = 1
8 |Source FIR SRC Trans Sink
g ] ] 1
Q
Capacity = 20

|
@0 O

@

First-come-first-served | Service Time =4

Figure B.3 . The Architecture Instance for a Many-to-one Mapping of the Picture in Picture
application

B.2.1 Architecture Description

Architecture Dataflow {

GlobalControl {
PacketLength = 120 ;

1

}

Controller { Type: Fcfs( 1, 4 ); }
Communication { Type: SwitchMatrix( 8 ); }

ProcessingElement Source(0,1) {
OutputBuffer { Type: BoundedFifo( 30 ); }
Router { Type: Fcfs; }
SourceUnit {
Type: Burst(packets=760,base=1);
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FunctionalElement Source(0,1)[1] {
Function { Type: PGMsource(initiation_period=2,latency=2); }
Binding {
Output ( 0->0 );
}

}
}
ProcessingElement FIR(1,1) {
InputBuffer { Type: BoundedFifo( 30 ); }
OutputBuffer { Type: BoundedFifo( 20 ); }
Router { Type: Fcfs; }
FunctionalUnit {
Type: Packet;
FunctionalElement FIR_H(1,1)[1] {
Type: Synchrone;
Function { Type: FirFilter(initiation_period=1,latency=18); }

Binding {
Input ( 0->0 );
Output ( 0->0 );
}

}
FunctionalElement FIR_V(1,1)[1] {

Type: Synchrone;
Function { Type: FirFilter(initiation_period=1,latency=18); }

Binding {
Input ( 0->0 );
Output ( 0->0 );
}

}
}
ProcessingElement SRC(1,1) {
InputBuffer { Type: BoundedFifo( 30 ); }
OutputBuffer { Type: BoundedFifo( 20 ); }
Router { Type: Fcfs; }
FunctionalUnit {
Type: Packet;
FunctionalElement SRC_H(1,1)[1] {
Type: Synchrone;
Function { Type: DownSample(initiation_period=1,latency=1,factor=2); }

Binding {
Input ( 0->0 );
Output ( 0->0 );
}

}
FunctionalElement SRC_V(1,1)[1] {

Type: Synchrone;
Function { Type: DownSample(initiation_period=1,latency=1,factor=2); }

Binding {
Input ( 0->0 );
Output ( 0->0 );
}

}

}
ProcessingElement TRANSPOSE(1,1) {
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InputBuffer { Type: BoundedFifo( 30 ); }
OutputBuffer { Type: BoundedFifo( 20 ); }
Router { Type: Fcfs; }
FunctionalUnit {
Type: Packet;
FunctionalElement TRANSPOSE(1,1)[1] {
Type: Asynchrone;
Function { Type: Transpose(initiation_period=1,latency=1,line=60); }

Binding {
Input ( 0->0 );
Output ( 0->0 );
}

}
FunctionalElement TRANSPOSE_INV(1,1)[1] {

Type: Asynchrone;
Function { Type: Transpose(initiation_period=1,latency=1,step=5,line=60); }

Binding {
Input ( 0->0 );
Output ( 0->0 );
}

}
}

}
ProcessingElement Sink(1,0) {

InputBuffer { Type: BoundedFifo( 30 ); }
SinkUnit {
Type: Burst(packets=120);
FunctionalElement Sink(1,0)[1] {
Function { Type: PGMsink(initiation_period=2,latency=2,height=60,width=60); }
Binding {
Input ( 0->0 );
}
}

B.2.2 Mapping

}
Mapping test {

1. 2, 0, FIR inBuffer_0;

2: 3, 0, SRC inBuffer_0;

3: 4, 0, TRANSPOSE_inBuffer_0;

4: 5, 1, FIR inBuffer_0;

5. 6, 1, SRC_inBuffer_0;

6: 7, 1, TRANSPOSE inBuffer_0;

7. -1, 0, Sink_inBuffer_0; f* Dummy Buffer */
}
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Appendix C

Limitations of the RTL

HE RTL describes asynchronous communication between processes very efficiently. It is, how-
ever, less efficient when describing synchronous communication and control behavpotliieg,
which potentially limits the usability of the RTL. The reason why the RTL cannot describe polling
efficiently is that it lacks the notion of th&tate of the system

C.1 State of the System

When we use the RTL, we cannot determine the state of the system at a particular time instance. In
Figure 4.7, the process shown is running at time instance t=5 and it observes the system while there
are still processes in the RPQ that need to execute at the same time. One of these processes could
change the value of a variable at t=5. Hence, when the running process observes a variable in another
process without making use pdm_P andpam_V (i.e, when it does not explicitly synchronize with

that process), it is not able to determine whether the observed variable still holds the old value or
whether it has already acquired a new value.

C.1.1 Polling

When the notion of the state of the system is lacking, it is difficult to desqratieng. In polling, a
process checks a condition and performs a particular action based on this condition. When polling
is used, a process controls the progress of another process without synchronization. Therefore, one
process cannot make another process block.

The need for polling arises when we want to describe, for example, the time division multiplexed
policy of the communication structure (see Section 2.1.3 where we explain the behavior of a TDM
communication protocol). The communication structure divides the bandwidth of each channel into
N time slots ofr cycles. All routers are pre-assigned a time slot on a channel that they can use to send
a packet or part of a packet to input buffers of functional units. The global controller is responsible
for routers being enabled when their time slot is available.

To describe this enabling process, we model the global controller as an active element instead
of a passive element as is done in Program 5.3. The global controller coufzhs¥ to activate
the appropriate routers for a time slot, but when it wants to reclaim control because the time slot has
finished, it cannot simply uspam_P. A router that is blocked, for example, because it wanted to
read a token from an empty output buffer, also causes the global controller to block and the global
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controller cannot reclaim control of all routers at a predetermined time instance. Therefore, the global
controller resorts to polling to control the routers.

C.1.2 Priority Scheduling

To circumvent the limitation of not having a state of the system, the RTL process scheduler should
schedule processes basedpiority. It should takes processes with the same time stamp from the
RPQ starting at the highest priority down to the lowest priority. Using priority, we can establish a
dependency relation between processes within the same time instance, without using semaphores.
Using priorities, we can instruct the process scheduler that it should execute process B before process
A, by giving process B a higher priority than process A.

The current implementation of the RTL does not provide priority-based scheduling. If we need
some kind of priority scheduling, we can make use of the fact the RTL represents time as a real number
instead of an integer. By running some processes only on integer time instances; {e.,2, 3, ...}
while other processes run at time instances{1.5, 2.5, 3.5, . ..}, a simple 2-level priority scheduling
mechanism is realized within the RTL. Althoughitis not a very elegant method, it does provide a level
of priority scheduling. This priority scheduling mechanism is used in ORAS to describe the behavior
of the TDM global controller and router.

C.2 Implementing Polling in the RTL

By adding three new PAMELA-statements to the RTL, we have made it possible to describe polling in
the RTL by using semaphores. In Program C.1, we show the three stat@aenset pam_resetand
pam_test The first two statements set or resélimary semaphoraiving the semaphore respectively

the valudrueor false The last statemenpam_test, performs a blocking test on the condition: if the
condition is false the process blocks, otherwise the processgds.

Program C.1. EXTENSIONS TO THERTL TO SUPPORTPOLLING

void pam_test(pam_sema* aSem )

{
pam_P ( aSem );
pam.V ( aSem );

/* Sync the Timing, to realize 2-level priority scheduling mechanism */
if ( pam_root->time != ((int) pam_root->time) ) { pam_delay (0.5);}

void pam_set(pam_sema* aSem)

if ( pam.T (aSem) = 1)
pam.V ( aSem );

void pam_reset(pam_sema* aSem)

if ( pam.T (aSem) == 1) {
pam_P ( aSem );
}

The pam_test statement first executegpam_P on semaphoraSem which is followed immedi-
ately by executing @am_V on that same semaphore. Thus if the condition is set, the process can
proceed without altering the cottidn. If the condition is not set, the process blocks on paen_P
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statement. We will explain the function of the conditional time delay in statepsnttestwhen we
explain the behavior of the TDM global controller in Section C.3.
The only way to change the status of a condition is by usingptita_setand pam_reset state-
ments. These statements set and reset the condition while avoiding a process block. For that purpose,
we conditionally set or reset the binary semaphore involvingptima_T statement to test the status of
the semaphore (whether or not the semaphore is blocking).

C.3 Modeling the TDM global controller

We used the three new statements to describe the TDM behavior of the global controller. Besides
a routing program, the TDM global controller also contairt8rae slot assignmertable as given in

Table C.1. This table shows in which time slot (i.e. time slot 1, 2 or 3) which router out of the six
is allowed to send data over the communication structure. Since only two routers are active within a
time slot, a communication structure with two channels would suffice.

Time Slot | RouterO| Routerl| Router2| Router3| Router4| Router5
1 off on on off off off
2 off off off on on off
3 on off off off off on

Table C.1. Example of a time slot assignment with 3 time slots to control 6 routers

We model the TDM global controller as an active element (as described in Program C.2) while
it still uses the passive method described in Program 5.3. Ipiheessdescription of the TDM
controller, we use the arragmTable containing the binary semaphores that the TDM controller
needs to activate in a particular time slot as given in Table C.1. These semaphores connect to the
routers given in Table C.1.

In Program C.2, th@rocessof the global controller activates for each time slot all the routers
that need to be activated in a time slot by deactivating the routers from the previous time slot. Then
the processgives the routerslotLength  cycles of time to transport data over the communication
structure.

Program C.2. THE TDM GLOBAL CONTROLLER ASPROCESS

process TDM_Global_Controller {

/I Activate the correct Routers

foreach binary  _semaphore € tdmTable[timeSlot] {
pam_set( binary _semaphore );

}

/I Deactivate the Routers of the previous Time Slot

timeSlot = (++timeSlot)%numberOfTimeSlots;

foreach binary  _semaphore € tdmTable[timeSlot] {
pam_reset( binary  _semaphore );

}

/I Each time slot takes slotLength cycles
pam_delay( slotLength );
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To cause th@rocessto always execute after all other processes have finished at a particular time
instance, we use the 2-level priority scheduling mechanism previously explained in Section C.1.2.
The processonly runs at time instances-0.5 whereas all other processes executet.orHence,
when the global controllgprocessexecutes, it observes the correct state of the system. Because
the TDM controller sets and resets the semaphore on time steps that are non-integer values, these
values propagate to the process running on the integer time steps. To prevent this from happening, we
synchronize processes that use piaen_test statement in such a way that they run again on integer
time steps. To do this, we extended themn_test statement with a special conditional statement as
given in Program C.1. If the time of a process is not an integer, the process is delayed 0.5 cycles.
Notice however, that such tests seriously affect the execution speed in a negative way.

C.3.1 TDM Controlled Routers

A TDM controlled router can send data over the communication structure only when it is activated
by the TDM controller. This requires a small adjustment with respect to the First-Come-First-Served
router program given in Program C.3. The program for the TDM router given in Program 5.5 does not
show the complete code, but only the part where data is written into the input bufferout  of

a functional unit. In the new program description, eacte statement is preceded bypam_test
statement, which tests the condition of the semaphore set by the TDM controller. If the condition is
set, the routeprocessfalls through the check without changing the condition. If the condition is not
set, the routeprocessblocks on the check until the TDM controller sets the condition.

Program C.3. PART OF THE PROCESS OF ATDM ROUTER

/I Send out the New Header
pam_test ( semaphore );
bufferOut.write( header);
pam_delay ( 4 );
/I Determine how many Samples are in a Packet
numberOfSamples = header.getlength();
/I Read the rest of the packet!
for numberOfSamples do {
aSample = bufferin.read();
pamdelay ( 1 );
pam_test ( semaphore );
bufferOut.write( aSample);

C.4 How VHDL differs from the RTL

The hardware description language VHDL [1993] is often used to describe hardware. It is particularly
suited to describing low-level control statements, which makes it a popular language. VHDL supports
control behavior like polling. We therefore investigate in what way the VHDL simulator engine differs
from the RTL simulation engine.

A VHDL simulator implements a simulation cycle which consists of two phases [Pick, 1995]:
an action phaseand areaction phase In the action phase, the scheduler evaluates processes, thus
creating new events. These new events cause the VHDL scheduler to evaluate processes that react
on these events in the reaction phase. Before the reaction phase starts, all variables in the processes
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have adopted new values reflecting the new state of the system. Hence, VHDL describes polling very
effectively.

The VHDL simulation engine uses three different queuetima-ordered queyea signal-event-
monitoring queugand gprocess-pending queu€he scheduler, which is part of the VHDL simulation
engine, starts by evaluating processes with the same time-stamp in the time-ordered queue. Signals
change during the execution of processes, causing events on the event-monitoring queue. The sched-
uler continues to evaluate processes until all processes with the same time-stamp have evaluated. At
that time, all variables in the system have adopted new values reflecting the new state of the system.
Next the VHDL scheduler wakes up processes that should react on events stored in the signal-event-
monitoring queue. The awoken processes are stored in the process-pending queue. Next, the scheduler
starts the reaction phase by executing all processes in the process-pending queue. These processes ob-
serve a system in which all variables reflect the new state of the system. Processes that execute in the
second phase can cause new events to occur. Therefore the scheduler has to iterate a number of times,
which is referred to as the VHDE-mechanism [Pick, 1995]. After no more events take place and all
processes have executed, the reaction phase has finished and a new simulation cycle starts.

A VHDL simulation engine must perform a large amount of bookkeeping and sorting to imple-
ment the two-phase simulation cycle. This provides a large amount of flexibility, but at the expense
of a considerable amount of time being spent on these activities. The RTL scheduler, on the other
hand, executes a process as soon as an event fiande, pam_V, or pam_delay) takes place, dra-
matically reducing the amount of bookkeeping and sorting needed. As a consequence, although it
is difficult to describe polling, the RTL has an excellent simulation speed compared to the speed of
VHDL simulations.
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Samenvatting

Er is momenteel een trend waarneembaar dat applicatie specifieke architecturen steeds meer pro-
grammeerbaar worden, om multifunctionele en multistandaard produkten te kunnen ondersteunen.
Het kenmerk van deze nieuwe architecturen is dat ze een set van applicaties kunnen ondersteunen
in plaats vareén enkele applicatie. We hebben echter ondervonden dat goede, algemeen toepasbare
ontwerp methoden niet voorhanden zijn voor dit soort architecturen.

Als voorbeeld van z’'n programmeerbare architectuur, laten wij in dit proefschriitdem
gebaseerde dataflow architectuzien. Deze architectuur past in de categorie van dataflow archi-
tecturen en is zeer geschikt voor stroom gebaseerde, hoge prestatie applicaties die gevonden worden
in bijvoorbeeld real-time multimedia toepassingen.

Bij het ontwerp van deze stroom gebaseerde dataflow architecturen moeten erg veel keuzen gemaakt
worden, waarbij elke keuze leidt tot een andere architectuur, met een eigen specifiek gedrag en
prestatie. Nu wordt het voor ontwerpers steeds moeilijker om die keuzen te maken zodat de steeds
complexer wordende architectuur nog voldoet aan alle ontwerp eisen, waaronder programeerbaarheid.

Wij hebben de vele ontwerp keuzen gestructureerd met behulp vaareitectuur template
Deze beschrijft de totale klasse van stroom gebaseerde architecturen met behulp van parameters en
heeft dus een duidelijk begrensde ontwerp ruimte. De probleem stelling van dit proefschrift is om
een methode te ontwikkelen die ontwerpers helpt bij het vinden van de parameter waarden van een
architectuur template, zodanig dat een haalbare architectuur gevonden wordt in de ontwerp ruimte.
Een haalbare architectuur voldoet aan de opgelegde ontwerp eisen waaronder: doorzet en utilisatie,
maar ook gebruikt vermogen en silicium opperviakte.

In dit proefschrift presenteren wij als methodiekdehart aanpakwaarmee ontwerpers keuzen
kunnen kwantificeren. De Y-chart aanpak genereert een objectieve basis voor het motiveren en maken
van keuzen. De Y-chart aanpak leidt tot eéghart omgevingn wij presenteren in dit proefschrift
z'n Y-chart omgeving voor de klasse van stroom gebaseerde dataflow architecturen. Een Y-chart
omgeving bestaat uit 6 componenten en elke component wordt besproken. Zo bespreken we een hoog
niveau methode waarmee prestatie analyse gedaan kan worden, een architectuur modelerings aanpak,
een applicatie modelerings aanpak, een aanpak voor het construeren van een retargetable simulator,
en een aanpak om applicaties af te beelden op een specifiek instantie van de architectuur template.
Tenslotte bespreken we ook hoe we de ontwerp ruimte van architecturen op een systematische manier
kunnen exploreren.

We hebben de ontwikkelde Y-chart omgeving gebruikt in twee ontwerp cases. Daaruit blijkt dat de
Y-chart omgeving inderdaad ontwerp keuzen kwantificeert. Bovendien laten de twee ontwerp cases
zien dan we de ontwerp ruimte van architecturen snel kunnen exploreren, op een hoog niveau van
abstractie. De getallen die gepresenteerd worden, zullen niet direct tot de verdere ontwikkeling van
de twee architecturen leiden, maar geven wel duidelijk aan waartoe de methode in staat is. Het geeft
ontwerpers inzichtin de vele complexe afwegingen tussen parameter waarden en prestatie getallen die
aanwezig zijn in dit soort programmeerbare architecturen. Soortgelijke resultatereeijmodijk
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te verkrijgen met de hedendaagse ontwerp methodes; en als ze te verkrijgen zijn heeft dat veel meer
ontwerp- en simulatie tijd gekost.
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