
In the first one, we have shown how to define a model of
data representation as a multiprojection. This representation is
convenient in terms of reusability and development of functions.
More precisely we have seen that a function can be reused inde-
pendently of the number of dimensions by using M-operators to
transpose the data representation.

The second idea is to use higher-order function with a
graphical language. We have used the higher-order function con-
cept with one-dimensional functions to build representations of
multidimensional signal processing. Higher-order functions
allow us to use a hierarchical representation that is a convenient
feature in designing complex simulations. It also presents an
expressive description of the functions applied in a style that is
close to the hardware implementation. Although not explored in
this paper, it also exposes the natural parallelism in the algo-
rithm.

These methods have been combined successfully to simu-
late a complex radar processing algorithm.
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Figure 9. Beamforming applied on the previous
 target (Figure 8)

Figure 8. Pulse compression and doppler filtering
applied on one target.

Signal Amplitude, dB

|X(bin)|
dB

bin
0.00

10.00

20.00

30.00

40.00

50.00

0.00 120.00

Figure 7. Generation of three targets by a HOF.



5. RADAR FUNCTIONS

A radar function is usually applied to a single dimension,
like filtering applied in the range bin dimension, beamforming
applied to the channels, and doppler filtering in the pulse dimen-
sion. In fact, the dimensions are orthogonal in terms of radar
treatment.

Since the model of simulation is based on dataflow process
networks, the functions are applied to a set of tokens extracted
from the main data stream. Thus, the principle in using higher-
order functions is to define a generic function that operates only
on the modified dimensions. Before we apply the higher-order
functions, we must often use an M-operator to present the correct
dimension at the input to the higher-order functions. The purpose
of the M-operator is to reorganize the data stream in a way so
that the inner dimensions are the ones manipulated by the higher-
order functions. Thus the other dimensions, no matter how many,
are transparent.

Therefore, to define a radar function we see it as an ele-
mentary operation applied on generic elements. This approach
presents a simple and concise way to define a function in a man-
ner equivalent to functional languages using higher-order func-
tions.

6. RADAR SIMULATION

This simplified example contains more than eight levels of
hierarchy and is presented top-down. This simulation models a
parameterizable radar system, where the geometry of the antenna
network, the chirp pulse shape, the filters used, and other param-
eters can be easily varied.

The first two levels (which contain two other hidden lev-
els) illustrate how the reception on an elementary or generic
receiver can be defined using the hierarchical language. The sec-
ond level uses a higher-order function to allow us to simply gen-
erate signals reflected by several targets with added thermal
noise. This higher-order function generates different instances
for the distance, the magnitude, the angle, and the speed of the
target. (figure 7.)

On the third level, the first leftmost higher-order function is
used to generate the signal reception for the target on different
sensors. This higher-order function creates different instances for
position and angles defining the antenna network. Each sensor
can be viewed as a process that runs concurrently. Usually the
natural concurrent structure of a higher-order function appears
simply in the visual representation. The next higher-order func-
tion realizes pulse compression on different channels. Then there
is a windowing function. An initial M-operator appears in order
to present the pulse dimension to the input of the doppler filtering
function (figure 8).

The fifth level creates one beamformer. The last level with
a higher-order function allows us to generate as many beams as
we desire (figure 9).

7. CONCLUSIONS

In this paper, we have developed a methodology for build-
ing visual dataflow representations of signal processing applica-
tions that operate on multidimensional data. Two key innovations
are described.
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3. MULTIPROJECTION OPERATORS

From ann-dimensional hypercube of data, we can generate
n! multiprojections or permutations of then dimensions. There
are many ways to define transformations from one multiprojec-
tion to another. We use two basic operators available in the
Ptolemy synchronous dataflow domain, thedistributor and the
commutator. These are simple to realize and are close in spirit to
a direct hardware approach. Of course such transformations can
also be defined analytically in terms of piece-wise linear func-
tions [4]. A distributor begins by consumingα elements from its
input and transfering them to the first output; in the second step it
takes the sameα number of elements from its input and transfers
them to the second output; it continues until theγth output is
used, and then it begins again on with the first output. (Figure 2).

The inverse function of the distributor is a commutator
with γ inputs. We define anM-operator to be a composition of a
distributor and a commutator. We realize a mappingφ from the
set of M-operators to the group of permutations. This is a many-
to-one mapping, where some M-operators have no image in the
group of permutations of the hypercube dimensions.

Below, we give the image of the inverse ofφ restricted to
the subset of transpositions.

We have the same type of expressions for 4-dimensional hyper-
cubes; these can be nearly deduced directly from the previous
formulae. A recurrent algorithm can be defined to generalize
these relations ton-dimensional hypercubes; the principle is to
merge two invariant adjacent dimensions and then apply a (n-1)
dimensional M-operator formula. Knowing that the transposition
generates the group of permutations [5], we can determine any
multiprojection in terms of M-operators.

α ......
...

1

α ... 1

2α ... α+1

Figure 2. Distributor definition.Distγ
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4. HIGHER-ORDER FUNCTIONS AND VISUAL
PROGRAMMING LANGUAGES

A general form of most of the functions used to simulate
radar processing isY=F(X,D), whereX andY represent the main
stream of data. More precisely,X is the input signal, whileY is
the output that is the result of applying the functionF using the
auxiliary parameters or dataD. For example, in a filtering func-
tion, D is the filter to apply on the dataX, while in pulse com-
pression (matched filtering),D is the original chirp pulse shape to
convolve withX.

The higher-order function concept for visual programming
languages is discussed in [6]. Higher-order functions are func-
tions that have other functions as arguments or return functions.
In languages supporting higher-order functions, a function is a
first-class data structure. This concept has been implemented in
Ptolemy [6].

In figure 4 we see a higher-order function used in a filtering oper-
ation. Three signals are generated without using a higher-order
function at the left. Then in the middle, a filter block is applied to
each of the three signals. The structure in the middle of figure 4
represents a higher-order function that maps a specified function
(given graphically by the upper block) to the input streams. The
number of instances of the filter block is determined by its con-
text rather than being specified directly graphically. At the right,
three display blocks plot the signals. Figure 5 shows an equiva-
lent schematic built entirely without higher-order functions.

Usually, each of the three subgraphs in figure 5 has differ-
ent values for its parameters. For instance, each schematic can
have a specific filter to apply to its channel, taking into account
different defect corrections. The higher-order function in figure 4
must managing the mapping of parameter values to the instances
of the filter.

Figure 4. higher order function use with filtering function.

Figure 5. Equivalent schematic for HOF.
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ABSTRACT

The synchronous dataflow model is used in a variety of visual
programming environments to describe and design digital signal
processing systems [7]. In this paper, we present two main
improvements over existing methodologies. Both are concerned
with convenient manipulations of multidimensional data. The
first describes a systematic method for transposing multidimen-
sional data structures embedded within a one dimensional
stream. This enables the use of scalar stream operators for pro-
cessing multidimensional data. The second shows how higher-
order functions combined with visual hierarchy can be used to
build intuitive, maintainable, and scalable applications that oper-
ate on multidimensional data. These techniques are combined to
design a beamforming radar simulation using the Ptolemy simu-
lation environment [2].

1. INTRODUCTION

In the signal processing industry, simulation is used exten-
sively in developing complex systems, including radar process-
ing systems [3]. The development of new algorithms induces a
constant improvement of simulation models in terms of precision
and complexity.

In this paper we develop a methodology to define a radar
simulation by taking advantage of visual higher-order functions.
Radar simulations, like most real time signal processing tasks,
require processing significant quantities of data. These data usu-
ally represent a collection of different signals. The organization
of the data implies some constraints on the way the data is pro-
cessed by the different radar functions [4]. Thus, in section 2, we
define a suitable data representation and a transformation called a
multiprojection in order to manipulate multidimensional data
within a one-dimensional stream. In section 3, we define a set of
operators for generating all possible multiprojections. These
multiprojections bring an independence to the way the data is
processed from the ordering of the data in the stream. Section 4
briefly defines the higher-order function concept. This feature is
only a part of the unique functionality available in a visual pro-
gramming language. In section 5, we show how to use these
higher-order functions to model radar functions. The last section

presents an application to a radar simulation using the Ptolemy
simulation environment.

2. MULTIDIMENSIONAL DATA AND
MULTIPROJECTION

A collection of signals can be represented as a multidimen-
sional data structure ordered by dimension.

In the case of radar processing, the dimensions have a precise
meaning (Figure 1a). Usually we have more than three dimen-
sions. Typically the dimensions are indexed by the range bin,
channel number, pulse number, target, doppler filter, beam num-
ber, azimuth, elevation, etc. To simplify and to generalize, we
consider the dimensions abstractly (Figure 1b).

One representation of such multidimensional data that
would be suiltable for visual programming uses multidimen-
sional streams [8]. That method, however, is not yet proven, and
has not been fully implemented in any software environment. We
therefore adopt a more conservative approach here that relies
only on one-dimensional streams.

A multiprojection is a representation of thisn-dimensional
hypercube of data in a one-dimensional stream of data. We take
the notationaijk to represent one particular multiprojection that
could be obtained by writing nested loops and printing the data,
wherek is the inner loop index andi the outer loop index.

When each element of this hypercube is seen as a data
token, then this representation is suitable for embedding in a one-
dimensional stream. There exist more directn-dimensional high-
level descriptions of data for modeling data flow [3][4][8], but
we demonstrate in the next section that the one-dimensional
stream of data is not fundamentally a restrictive representation.
We do this by showing that a pair of simple operators can accom-
plish any arbitrary transposition of the data.
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